As the home to Australia’s nuclear expertise, the Australian Nuclear Science and Technology Organisation (ANSTO) is one of Australia’s largest research organisations.

Nuclear science and technology is a dynamic area of research that focuses on the building blocks of matter. Many of the most important questions society faces in areas such as health, climate change and industry are being investigated by ANSTO researchers.

At the heart of ANSTO’s research capabilities is the OPAL reactor which is one of the world’s newest and best multi-purpose research reactors. OPAL is used for scientific research, the production of medical radioisotopes, the activation of targets and the irradiation of silicon used for electronics.

ANSTO operates two particle accelerators, STAR and ANTARES, which are used to analyse materials to determine their elemental composition and age and are fundamental to advancing knowledge in human history and the environment.

As a Federal Government agency, ANSTO’s provides policy advice to Government on all matters relating to nuclear science, technology and engineering, supporting its international roles and obligations. ANSTO is connected with all Australian and New Zealand universities through the Australian Institute of Nuclear Science and Engineering (AINSE), providing researchers access to Australia’s nuclear science, technology and engineering expertise.
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ANSTO is an instrument of the Australian Government committed to Australian scientists and researchers, Australian innovation and Australia’s future. ANSTO’s existence is inextricably linked to efforts to protect and sustain Australia’s environment, to improve our health, to find ways to better diagnose and treat diseases, to produce nuclear medicines and to make a contribution to the global progress of nuclear science and technology.

While ANSTO’s world-class infrastructure and science platforms are a demonstration of the foresight of the Australian Government, through the work of our researchers - and our collaborative thinking and strong partnerships - we contribute significantly to momentum in scientific discovery: bringing ideas to life.

Through strong collaborations great advances are made. ANSTO’s local and international partnerships, as evidenced by the articles in this year’s Research Selections, are part of a scientific network that reaches into universities, government and industry and other research organisations – all of which have a crucial contribution to make to research outcomes and, by extension, our living world.

ANSTO is part of the international science and technology community and is a hub for a vibrant research engagement and discovery. Each year hundreds of the world’s top researchers who use nuclear techniques to advance knowledge head to ANSTO. These collaborations enable us to magnify our influence and reach across the geography of possibilities. Not least of all through the mechanism of collaborative agreements with international organisations thereby ensuring a gateway for Australian scientists to the best international facilities, including CERN’s Large Hadron Collider - home to the intrepid Higgs Boson particle physicists.

Research Selections is a small sample of the vast amount of great science being leveraged with our infrastructure. But science doesn’t stand still. To continue to achieve great science and ensure Australia remains at the forefront of discovery and innovation, we need to develop, grow and build on existing foundations of knowledge.

ANSTO is already custodian of OPAL – Australia’s only nuclear reactor and one of the best research reactors in the world. Thanks to OPAL, we are able to supply vital nuclear medicine for Australians, irradiate silicon for the global semi-conductor market and, importantly, provide neutrons enabling researchers to probe matter at the nano and atomic scale, unlocking mysteries that can lead to profound discovery.
While OPAL puts ANSTO streets ahead of where it otherwise would be, we cannot and are not resting on our laurels. In April 2012, approximately 100 national and international experts attended the Second OPAL Guide Hall Workshop to discuss the medium- to long-term future of OPAL, an essential step towards the full exploitation of this world-leading research infrastructure. They discussed the extremely rapid advances in neutron beam instruments over the past few years and brainstormed strategies for using these advances and building a second suite of beamlines and instruments that will be at the forefront of neutron beam capabilities.

ANSTO is also taking great strides in accelerator science. Our particle accelerators ANTARES and STAR are well established for analysing the elemental composition and age of materials using ion beam analysis and accelerator mass spectrometry. Two new accelerators will be established at ANSTO, as part of our Centre for Accelerator Science which has been funded through investment by the Government. These will enhance our capabilities in, for example, radiocarbon dating on historical artefacts, environmental studies, and determining how fossil fuels are contributing to climate change. The formation of the Australian Collaboration for Accelerator Science between the Australian Synchrotron, the University of Melbourne and the Australian National University is aimed at creating and maintaining a national pool of world class facilities and accelerator expertise. This collaboration will ensure Australia remains at the leading edge of accelerator capabilities and facilities.

In presenting this year’s Research Selections, which showcases achievements throughout the past 12 or so months, I congratulate the researchers who have been published this year.

Dr Adi Paterson
Chief Executive Officer
ANSTO
Life sciences and food
Life sciences and food

By using nuclear techniques, ANSTO’s researchers tackle a wide variety of intriguing questions about living matter and our natural world.

Over the past year our researchers looked at a range of areas including helping to create new types of antibiotics to combat the increasing issue of antibiotic resistance; researching proteins to treat diseases such as multiple sclerosis; and studying the susceptibility of genetic material to radiation damage which could aid in more precisely estimating doses for cancer treatments.

Our scientists also explored how irradiation might be used as an alternative to pesticides to control insect infestations in mangoes; and developed a new instrument that has helped scientists to better understand the behaviour of food starches and potentially pave the way for new food manufacturing processes that may help prevent bowel cancer.
(L-R) Winnie Kam, Aimee McNamara and Justin Davies are working together to better understand the effects of radiation on genetic material.
Complex responses of extra-nuclear DNA and RNA after gamma irradiation

Winnie W.Y. Kam1, Aimee L. McNamara2, Connie Banos1, Sohil Sheth1, Justin B. Davies1,2, Richard B. Banati1,2
1ANSTO, 2University of Sydney.

The genetic information of a mammal cell is stored in two types of molecules: deoxyribonucleic acid (DNA) and ribonucleic acid (RNA).

Understanding the susceptibility of these molecules to radiation damage helps to more accurately estimate dose rates for cancer treatment.

While most research has focused on the effects of radiation on the DNA that is stored in the cell nucleus, our research shows that there are also significant effects on genetic material other than the cell nucleus i.e. mitochondria, the energy-producing units of the cell.

Our research shows that radiation has complex interactions with genetic material outside the nucleus and causes responses that are not yet captured by current dose estimation methods.

Genetic material outside the cell nucleus

Research into the impact of radiation on living matter is usually focused on its effect on the genetic material inside the cell nucleus, i.e. chromosomal DNA, and its repair mechanisms.

However, within the cytoplasm of the cell is an organelle, the mitochondrion which contains a small chromosome of its own, a small circular DNA coding for 37 genes. Sometimes referred to as the “power plants of the cell”, mitochondria generate adenosine triphosphate (ATP) as a source of energy. In addition to supplying cellular energy, mitochondria are involved in a range of other processes. They are also important for cell signalling, differentiation, growth, cell death, and the cell cycle.

Figs. 1A and 1B show electron microscope images of a cell (macrophages) containing numerous mitochondria; Figs. 1C to 1E show mitochondria in different functional states after cell activation. Fig. 2 shows mitochondria stained by a fluorescent dye. In many cell types, mitochondria take up a greater portion of the cell volume than the nucleus, as can be seen in Figs. 1 and 2. Thus, the likelihood of radiation being received by mitochondria is expected to be greater than for the nucleus.

There are two types of genetic material: deoxyribonucleic acid (DNA) and ribonucleic acid (RNA). DNA serves as the genetic blueprint. DNA is transcribed into RNA which is the messenger that translates into proteins. DNA is a relatively robust double-stranded, structure, which is either helical in the nucleus or circular in mitochondria. In contrast, RNA is single-stranded making it more vulnerable to various stresses, including radiation, see Fig. 3.

Despite the importance of RNA (for protein synthesis) and mitochondria (for energy production and hence cell survival), radiation-induced changes to the genetic material in mitochondria has so far received little attention.
A mammalian brain macrophage (A & B): The arrow points to the cell nucleus. The mitochondria are the dark oval/elongated structures inside the cell. Scale bar: 1 μm.

The shape of the mitochondria reflects the functional state of the cell; (C) mitochondria in a resting cell; (D & E) mitochondria in activated cells (Image from [1]). Scale bar: 0.2 μm.
Visualization of mitochondria stained with a fluorescent mitochondrial dye. In contrast to a resting cell (A), activated cells have mitochondria, that form a dense network of often large elongated mitochondria (B & C). Scale bar: 10 μm (Image from [1]).

Experimental gamma irradiation of cells

Mammalian cells (of lymphocytic lineage) were irradiated at room temperature using a cobalt-60 irradiator. Co emits gamma rays, ionising, high-frequency electromagnetic radiation (similar to X-rays). Our control samples were kept at room temperature and were not irradiated. RNA and DNA extractions from the irradiated and non-irradiated cells were performed immediately after irradiation. The extracted RNA and DNA were analysed by quantifying the amount of mitochondrial gene present after irradiation using quantitative real-time polymerase chain reaction. This technique uses repeated amplification cycles to amplify minute quantities of target gene from a pool of nucleic acids (RNA or DNA template).

So far we have analysed 18 mitochondrial genes. Fig. 4 shows the results: After an irradiation dose of 100 Gy, 12 out of the 18 mitochondrial genes amplified from the mitochondrial RNA template showed an increase in the amplifiable amount. This suggests that, in response to this particular radiation dose, there was already an early increase in the rate of transcription from the mitochondrial DNA into mitochondrial RNA during the period of irradiation itself (a period of ~2.5 minutes in our experiments).
Interestingly, after irradiation, mitochondrial DNA also responded with an increase in the detectable amount. Unlike mitochondrial RNA, the multiplication of mitochondrial DNA was detectable only at the higher dose of 1000 Gy. We are currently dissecting the specific mechanism, such as time courses, temperature dependency and others, that lead to the changes in small mitochondrial chromosomes. This analysis also extends to the question of which pathways are likely to be affected by the differential regulation of mitochondrial RNA expression after radiation exposure. In summary, our data show that cell irradiation leads to a rich set of responses that relate to genetic material outside the cell nucleus. Since extra-nuclear DNA and RNA are crucial for vital cell functions, future radiation dose models will need to take into account the amount of radiation received by mitochondria as well as their complex dose-dependent response to it, see Fig. 5.

References
The relationship between the level of gene detectable (fold change reference to 0 Gy control), dose-delivered and the length of the amplified gene (amplicon length). 3D plots on the profiles of dose-dependent changes in amplifiable gene from (A) mitochondrial RNA and (B) mitochondrial DNA, demonstrating the complex highly differentiated response that varies significantly between different genes.
An artist’s impression (David S. Goodsell 1999) of molecules in a slice of an E. coli cell. The green areas show the membrane under study.
Cell membrane studies helping to tackle antibiotic resistance

Tomas Mayfield, Anton Le Brun, Stephen Holt
ANSTO

Biological membranes are watertight barriers that regulate what gets in and out of cells. Some membranes have very specialised functions, such as insulation for nerve cells or capturing light in the rod cells of the eye. Currently, around the world, there are significant research efforts in developing antibiotics that can attack bacterial membranes to help combat the threat posed by antibiotic-resistant bacteria.

As membranes are highly complex structures models, or man-made copies of a bacterial membrane, are needed to better understand the effectiveness of a potential new drug.

In this study we have developed models of bacterial outer membranes and investigated their molecular structure using neutron reflectometry. The results show that the models we are creating of the bacterial outer membrane are biologically relevant, reproducible and can help test and develop better antibiotics.

All cells, whether bacterial or from higher organisms are surrounded by a membrane. The membrane is what separates the cell from its external environment. The membrane is made of a lipid bilayer which acts as a hydrophobic (water resistant) barrier. Distributed within the membrane are membrane proteins, which act as the cell’s gate keepers, allowing nutrients into the cell and letting the waste products out. The importance of cell membranes is also underlined by the fact that over 60% of currently available drugs and 40% of new drugs target membrane proteins [1] and there is a large focus on antibiotics that attack the lipid-bilayer component of bacterial membranes. To better understand a membrane we need to understand the physical properties of the lipid bilayer and how membrane proteins function and assemble. This is not a trivial task. A cell membrane is a very complex structure with many different types of lipids and an even greater number of different proteins, all contributing to the function of the cell. To study biological membranes we take a reductionist approach i.e. we start with a very simple model, see how that works and then slowly build up in complexity. So our research seeks to investigate how to make these simple models and whether they mimic what is seen in nature.

So why use neutrons?

There are a number of reasons why scientists studying membranes want to use the neutrons produced by the OPAL reactor at ANSTO. The main neutron technique is neutron reflectometry, which provides a depth profile of the 5 to 6 nanometre thick membrane over a large area, whereas techniques such as microscopy only allow study of the initial membrane surface over small areas. Most proteins in the cell are surrounded by water. However, because membrane proteins reside in the water-resistant phospholipid bilayer this makes them difficult to study using many of the routine scientific techniques such as X-ray crystallography.

Neutron reflectometry provides structural information on membrane proteins in their natural bilayer surrounding, by taking a slice through the depth of the membrane. Reflectometry tells us the thickness and distribution of the different components (typically lipids, proteins and water) as we measure through the depth of the bilayer.

Characterising model bacterial outer membranes

Bacteria that have a double membrane are classed as Gram-negative. Gram-negative bacteria include bacteria such as E. coli and Salmonella. They have an inner membrane and an outer membrane. The outer membrane is unusual in that it is asymmetric. An asymmetrical membrane is one in which the half of the membrane that faces the inside of the cell is very different from the half that faces the outside of the cell. We have made model membranes that replicate this asymmetry, using floating supported bilayers [2]. Floating supported bilayers are advantageous as the membrane is not physically bonded to the surface that supports it. This means that the properties of the
model membrane are not influenced by the supporting surface and should behave more like a membrane found in nature. A silicon surface is used both because the surface can be made atomically flat, which is necessary for good neutron reflectometry measurements, and also because silicon is amenable to a number of different chemistries, making the surface easy to functionalise. To create the floating supported bilayer, a lipid monolayer is grafted onto a silicon surface. The bilayer that we wish to create then sits or floats above the grafted monolayer (Fig. 1). The membrane is created by using a series of Langmuir-Blodgett and Langmuir-Schaefer dipping techniques [3]. Using a state-of-the-art Langmuir dipping trough, the modified silicon surface is pushed through a monolayer of lipid on a liquid surface either vertically (Langmuir-Blodgett) or horizontally (Langmuir-Schaefer). When the silicon surface is passed through the lipid monolayer the material transfers from the liquid surface onto the silicon creating the floating bilayer. Using the dipping techniques we have managed to create for the first time asymmetric floating bilayers of di-oleoyl-phosphatidylethanolamine (DOPE) and lipopolysaccharide (LPS). DOPE is the most abundant lipid on the inner side of the membrane of the outer membrane, whilst LPS is the abundant molecule on the outer side of the outer membrane. These floating bilayers have been found to be good models, as they can replicate asymmetry, mimic the phase behaviour of lipids in nature and mimic the fluidity of bilayers. Using neutron reflectometry on the Platypus reflectometer at OPAL we have been able to characterise the structures of these model bacterial outer membranes. Fig. 2 shows the data collected on the reflectometer and the structure of the bilayer as a scattering-length density profile. A neutron scattering-length density (SLD) can be considered as the “neutron refractive index” and we model the change in scattering-length density through each layer of the membrane to deduce its structure (Fig. 2).

Using deuteration to get further details

Neutron scattering in soft matter and biomolecular science can be made more advantageous if some components of a multi-component system are deuterated. Neutrons scatter from hydrogen very differently than from its heavier isotope deuterium. Therefore, if we label one of the components in the membrane system with deuterium, each component can be picked out of the complex system. Deuterated LPS was made in the bio-labs of the National Deuteration Facility at ANSTO. The deuterated LPS allows us to distinguish between it and the hydrogenous DOPE leaflet when we swap between a D\textsubscript{2}O solvent and regular H\textsubscript{2}O, adding further detail to our model, such as the surface coverage and molecular area of each component in the membrane.

Summary

We have created robust models of the outer membrane of Gram-negative bacteria. Using neutron reflectometry and molecular deuteration we have been able to characterise these model membranes to see if they reflect the properties of a membrane in nature. These model membranes are powerful tools for studying how membrane proteins function and how antibacterial agents and other drugs interact with membranes.
A) The reflectivity data (points with error bars) and model fits (lines) of a floating model membrane of DOPE and lipopolysaccharide under a D$_2$O (red) and H$_2$O (blue) solvent contrast. B) The corresponding neutron scattering-length density profile. The schematic below the profile shows the position of each component along the membrane.
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A better understanding of the translocator protein will assist with the development of drugs to treat inflammatory disease in the brain.
Learning more about inflammation by studying molecular mechanisms in the brain

Claire Hatty1,2, Anton Le Brun1, Vanessa Lake1, Guo Jun Liu1,2, Richard Banati1,2
1ANSTO, 2University of Sydney

The translocator protein is a marker of inflammation in the brain, neuroinflammation, which is implicated in diseases such as multiple sclerosis and Alzheimer’s disease.

An understanding of the structure and function of this protein is vital in developing drugs to treat neuroinflammation. ANSTO’s research uses neutron reflectometry to study the structure of the translocator protein at the molecular level, to gain a deeper understanding of the protein and its interactions with potential drugs.

The translocator protein

The translocator protein (TSPO) is an integral membrane protein located primarily in the outer mitochondrial membrane of cells in a variety of peripheral tissue, and in immune cells in the brain [1]. It is highly conserved throughout evolution, indicating an important functional role for TSPO [1]. There is evidence that TSPO acts as a transport channel for cholesterol, a necessary step in steroid synthesis, and potentially acts as an ion channel [1]. Furthermore, TSPO has been implicated in inflammatory disease processes as it is greatly up-regulated in activated immune cells [2].

The synthetic TSPO ligand PK11195 has been shown to induce functional responses via TSPO, such as mitochondrial Ca2+ release, and potentially to modulate cholesterol transport and steroid production [1]. Despite the functional importance of TSPO, there is little structural data on the protein, due in large part to the difficulty of studying the structures of integral membrane proteins. The formation of a channel that can transport cholesterol was predicted using molecular dynamics [3], and a potential cholesterol recognition site was identified through nuclear magnetic resonance spectroscopy on a TSPO peptide [4]. However, further structural evidence of channel formation is needed, especially in relation to the effects of ligand binding on TSPO conformation, so that this can be correlated with the observed functional effects.

Using neutrons to study the TSPO

Neutron reflectometry makes it possible to study a membrane protein such as TSPO in a more natural lipid environment, which is extremely difficult using other structural techniques such as crystallography. The use of neutrons, in particular, allows contrast variation (the difference in scattering between hydrogen and deuterium) to be exploited. Measurements can be made with either deuterated lipids or deuterated protein, and in multiple solvent contrasts to ‘match out’ certain components. This aids in structural refinement, and allows for the selective analysis of the different components of the system that cannot be distinguished using other methods. We used neutron reflectometry in combination with our quartz crystal microbalance (Table 1) to study the formation of mixed TSPO – lipid bilayers, with a view to investigating changes associated with ligand binding.

Formation of TSPO – lipid bilayers

We used the quartz crystal microbalance with dissipation monitoring (QCM-D) technique to monitor the formation of protein – lipid bilayers. First, we immobilised mouse TSPO (mTSPO) solubilised in detergent to a surface engineered to bind the protein (Fig. 1a). Next, we formed a lipid bilayer around the protein layer by replacing detergent with lipid (Fig. 1b). The use of QCM-D allows us to monitor the adsorption of protein and lipid onto a resonating crystal surface. A decrease in frequency of the crystal indicates that mass has been added to the crystal surface. We observed a decrease in frequency when mTSPO binds to the crystal surface, indicating a protein surface coverage of approximately 75% (Fig. 2a). The final change in frequency, after replacing detergent with lipid, is consistent with the remaining area being filled by lipid (Fig. 2a). We then tested the effect of the TSPO ligand PK11195 on the frequency response, in an attempt to detect ligand binding. We incubated PK11195 with the protein-lipid bilayer, which resulted in a significant change (p < 0.005) in frequency compared to the interaction with the surface or lipid alone (Fig. 2b). The change was greater than expected for the mass of
the ligand, indicating a possible conformational change of the protein, such as the opening of a channel and increased water content of the layer.

We proceeded to study this TSPO-lipid bilayer system with neutron reflectometry, with a view to detecting changes in the hydration of the protein-lipid layer as a result of ligand binding. Neutron reflectivity was measured at the major stages of TSPO-lipid bilayer formation (Fig. 3). There was indeed evidence of adsorption of a protein/detergent layer to the surface, with an approximate thickness of 50 Å. In addition, there was a change in reflectivity after exchanging detergent for lipid, indicating the addition of lipid to the protein layer. We are currently refining a model to describe the TSPO-lipid layer, and the effect of ligands on the hydration of the layer.

**Outlook**

Currently, we are working on improving the stability of the TSPO-lipid bilayer system for further studies with neutron reflectometry. The data collected on this system will make a valuable addition to the limited structural data available for the TSPO. In particular, it could provide evidence for channel formation induced by ligand interactions, making it possible to relate changes in conformation to observed functional changes. This fundamental information could have impact in the broader context of understanding the function of TSPO and how it relates to inflammatory disease.

<table>
<thead>
<tr>
<th>Technique</th>
<th>What does it measure?</th>
<th>What can we learn?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartz crystal microbalance with dissipation monitoring</td>
<td>The mass and rigidity of a film (such as a lipid bilayer) deposited on a surface.</td>
<td>We can follow the formation of a TSPO-lipid bilayer in real-time. We can learn whether the bilayer is rigid or “floppy”, estimate the protein/lipid coverage from the mass on the surface, and calculate the thickness of the layer. We can also follow changes in mass and rigidity during ligand binding.</td>
</tr>
<tr>
<td>Neutron reflectometry</td>
<td>The thickness and composition of films on a surface.</td>
<td>We can use the data to model the thickness and the composition of the TSPO-lipid bilayer. We can estimate the ratio of protein to lipid in the bilayer, and the thickness of the TSPO across the bilayer, giving us more information about the dimensions of the TSPO in the membrane environment.</td>
</tr>
</tbody>
</table>

Techniques used to study the TSPO in lipid bilayers.
(a) The change in frequency at each step of the formation of a TSPO-lipid bilayer, and interaction with the ligand PK11195. (b) Comparison of the change in frequency as a result of interaction with solvent only or PK11195 on lipid bilayer with or without TSPO. Errors are standard deviations, n = 4 in each group.

**Figure 2**

(a) (b)

**Figure 3**

Neutron reflectivity profiles at each stage of protein – lipid bilayer formation, measured in D₂O. Measurements were taken of the bare surface (green), the surface after addition of protein solubilized in detergent (red), and after the replacement of detergent with lipid (blue). All measurements were made on the Surf reflectometer, ISIS, UK.
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Winnie Kam studying the effect of the translocator protein in diseases such as schizophrenia and psychosis.
The translocator protein in response to cannabinoids

Ronald Chan\textsuperscript{1,2}, Winnie Kam\textsuperscript{1}, Guo Jun Liu\textsuperscript{1,2}, Katerina Zavitsanou\textsuperscript{1,2}, Richard Banati\textsuperscript{1,2}  
\textsuperscript{1}ANSTO, \textsuperscript{2}University of Sydney, \textsuperscript{3}Schizophrenia Research Institute, Sydney

The translocator protein is a vital component in stress and anxiety regulation. As cannabis has the potential to alter anxiety, stress levels and also trigger psychosis and schizophrenia, this study investigates the influence of continuous administration of cannabinoid on the translocator protein in both adult and adolescent rats.

Since the translocator protein is mainly expressed outside of the brain, a variety of organs were studied. The results show that cannabinoids have a negative impact on the testicular translocator protein. However, importantly, this finding was only observed in the adult rats and not in the adolescent rats. The implications of observing a specifically different effect in the adult compared to adolescent rats suggests adults were most affected by cannabinoid treatment whereas adolescent rats showed little change. It is possible that the failure to regulate the translocator protein in adolescents may lead to diseases such as schizophrenia and psychosis in later life.

The translocator protein

The translocator protein (TSPO) is an ancient protein, with analogues found in almost all living organisms studied to date. In mammals, it is expressed in nearly all tissues with important physiological and pathophysiological roles. Currently, known roles and functions of this protein include cholesterol transport, steroid production (steroids are organic compounds found in plants, animals and humans), stress regulation, cell proliferation, apoptosis (normal process leading to cell death), heme (a large ring-shaped molecule with an iron atom at its centre) transport and immune modulation [1]. However, perhaps the best studied function is TSPO’s role in steroid production and stress regulation. It has been recognised that TSPO is involved in the transport of cholesterol across the mitochondrial membranes (mitochondria are the energy productive sites of a cell). Once transported inside the matrix side of the mitochondria, enzymes begin converting cholesterol into steroid precursors. Thus, the ability of the TSPO to assist in the transport of cholesterol is critical for the health and development of an organism; this is particularly so as the cholesterol transport process is also the rate limiting step of all new steroid production [2].

Studies on the impact of stress and anxiety have noted that TSPO expression is dramatically decreased upon exposure to prolonged periods of stress. The type of stress does not appear to be limited to psychological stress, but also applies to physical stress including forced swimming and electric shocks [1]. In this context, TSPO appears to be a general marker for prolonged stress, with decreases in expression correlating to the degree of stress experienced. The mechanistic process for which TSPO contributes towards stress and anxiety regulation is still being investigated. One theory is that since TSPO is involved in the rate-limiting step of cholesterol transport, the expression of TSPO is able to regulate steroid production within the brain. These neurosteroids, such as allopregnanolone and allotetrahydrodeoxycorticosterone, have been shown to regulate the primary inhibitory neurotransmitter, GABA transmissions, within the brain. The GABA neurotransmitter system is well known for its stress and anxiety regulating properties (Fig. 1) [3]. Other researchers have suggested the influences of peripheral organs including the kidneys and adrenal glands, citing the high expression of TSPO in the periphery compared to the brain.

Studying chronic cannabinoid treatment

Understanding the roles of TSPO particularly in steroid production, we sought to investigate the effect of a chronic cannabinoid treatment on the expression of TSPO. In this light, cannabinoids are interesting not only due to their psychoactive and anxiety altering nature, but also due to their peripheral effects, namely those on testosterone production and sperm production. Cannabinoids have negative effects on both testosterone production and sperm production. Previous literature reports reduced testosterone production after both acute and chronic exposure to either cannabis and/or cannabinoids. Further, sperm production is decreased along with increases in the incidences of abnormalities and defects.

We used a rat model [4] previously established at ANSTO, to examine the effects of chronic cannabinoids on the expression of TSPO in a variety of organs including the spleen, kidneys, liver and testes. Further, we also examined the effect on adult and adolescent rats since cannabinoids are known to affect adults and adolescents differently.
Different effects for adults and adolescents

Administration of chronic cannabis (daily over two weeks) clearly elicited a general stressful response, with dramatic decreases in weight across both adult and adolescent treated groups (Fig. 2). Our investigations into the expression of TSPO confirmed that changes in expression were indeed stress-stimulus dependent. We failed to find any changes in the renal, liver or spleen tissues; results from the renal tissues are particularly interesting as they are the classical responders to either electric shock or forced swim stress. In response to cannabinoid treatment, variations within the testicular tissues were found. However this was not too surprising since it has already been confirmed that cannabinoids produce alterations within testosterone levels [5]. It does confirm that cannabinoids act on a very basic level at suppressing testosterone production through the TSPO.

However, what is much more interesting and surprising is that we found a differential effect between adult and adolescent rats (Fig. 3). In most cases, early-age drug use, particularly during adolescence, can have long lasting negative impacts resulting in neurological and behavioural deficits. Here, we found that adults were most affected by cannabinoid treatment whereas adolescent rats showed little difference from controls. It is possible that, with respect to the effect of cannabinoids on TSPO expression, it is the failure of regulation that may lead to these deficits later in life. Given that cannabis consumption is strongly linked with the development of schizophrenia and psychosis [6], the inability of adolescent animals to regulate testosterone levels through the TSPO may represent a novel avenue of future research in elucidating the developmental causes of various psychiatric illnesses.

A schematic diagram of how TSPO might modulate stress and anxiety. Within the brain, cholesterol is transported into the matrix side of the mitochondrion with the help from TSPO and other proteins. Once inside, side-chain-cleaving cytochrome P450 enzyme (P450scc) converts cholesterol into pregnenolone. Here it diffuses into the cytoplasm and is converted by a series of other enzymes (not shown) into allopregnanolone and all-trans-tetrahydrodeoxycorticosterone (3α,5α-THDOC). These neurosteroids are then able to modulate the binding of GABA to GABAA receptors which in turn alters the receptor’s function and affect stress and anxiety responses. Figure appropriated from [3].
Alterations in animal weights during a 14 day chronic cannabinoid treatment, each group contained six animals. Following cannabinoid treatment, a decrease in body weight was seen across both adult and adolescent groups. Animal weights remained lower over the course of cannabinoid treatment with no marked improvement or adaptation seen.

Relative expression of TSPO in testicular tissues following chronic cannabinoid treatment. Expression is significantly different in the adult group with decreases in cannabinoid treated animals (*p < 0.01). In contrast, no significant differences are seen in the adolescent group. Expression is relative to adult control.
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ANSTO’s studies are helping to sustain Australia’s growing mango industry.
Non-destructive assessment of gamma irradiation on internal mango quality

Roger Bourne², Connie Banos¹, Justin Davies¹² Richard Banati¹² Robert Henriad³
¹ANSTO, ²University of Sydney, ³Queensland Department of Employment, Economic Development and Innovation

The Australian mango fruit grower’s market is a substantial industry sector that is anticipated to grow by 20% in 2014. The ripening, transportation, and saleable life-span of mangoes depends on keeping the fruit free from pests and disease.

Worldwide, the use of irradiation is emerging as a viable, chemical-free alternative to traditional pesticides.

This research builds upon our knowledge in understanding the physiological responses of three new Australian mango fruit hybrids to varying doses of gamma irradiation following harvest. Of particular interest is the question of whether irradiation may degrade the fruit, such as cause damage to lenticels (small pores) on the fruit’s outer skin.

The study illustrates how ANSTO’s expertise makes a crucial contribution to the development of Australia’s national food security by providing new insight into the viability of irradiation to achieve safe phytosanitary (pest and disease) protocols for the agriculture industry.

Using magnetic resonance imaging for studying mangoes

Magnetic resonance imaging (MRI) offers a means of non-destructively examining fruit for internal and surface defects and has been used here to monitor changes in the water status of tissues of fruits and flowers [1-4]. MRI is distinct from most other imaging modalities in being able to provide multiple methods of contrast formation dependent on biophysical properties across a wide range of spatial scales. For example, T₂-weighted MRI is dependent on the interactions of water molecules with their immediate molecular environment. In fruit, interactions with macromolecules including carbohydrates and proteins predominate. Alternatively, diffusion-weighted MRI produces images in which contrast depends on the displacement of water molecules over a specific time period (typically 10-100 ms) in a specific direction. As water movement is restricted by intracellular structures and cell walls DWI can be used as a probe of tissue pathology and degradation.

The mangoes investigated

In this trial, we investigated the effect of gamma irradiation on internal browning and bruising of a small number of NMBP1243 mangoes, see Fig.1. Eight mangoes were gamma-irradiated with doses of 0, 200 or 800 Gy using ANSTO’s cobalt-60 irradiation facility, at a dose rate of 10.1 Gy.min⁻¹. Fricke (ferrous ammonium sulphate) dosimeters were used to monitor the irradiation doses. Tissue changes were assessed by MRI immediately after (0 hr) and 43 hrs after irradiation, see Fig. 2. MR images of mango 2 (800 Gy, indicated with red square in photo) are shown. The images illustrate internal mango flesh (mesocarp) browning developed over two days but not visible as defect or discolouration on the skin (epicarp). There was no evidence of tissue damage relative to the two unirradiated samples.

In diffusion-weighted imaging, signal strength (image contrast) is dependent on the physical restriction of water movement especially by cell walls and organelles. Fig. 3 demonstrates an extensive region of increased water diffusivity (orange pixels).
Conclusion

Both $T_2$ and diffusion-weighted MRI clearly illustrated mango tissue changes associated with internal browning, some of which were not visible on the skin. There was no evidence of changes in tissue properties associated with irradiation.

MRI may also be valuable in investigations of radiation damage to lenticels. In this case samples of mango skin would be imaged at very high spatial resolution in an 11.5 or 16 Tesla microimaging system.
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Quantitative imaging ($T_2$ weighted) of the development of internal mango browning (imaging was performed on a GE Syngo 3T MRI system with 8-channel transmit/receive knee coil). Mesocarp (internal) browning (yellow and red area), evident as a 50-100% increase in $T_2$, is consistent with sugar hydrolysis and decreased local sugar concentration. In this example the absence of change in extent of the dark blue (low-$T_2$) ‘halo’ around the seed illustrates the absence of significant ripening progression over the 43 hour measurement interval (consistent with absence of change in skin colour of this specimen).

Apparent diffusion coefficient (ADC) image of the development of mango browning (cf. Fig. 2). Mesocarp (internal) browning is evident as 50-100% increase in ADC consistent with the breakdown of cell walls over an extended volume of tissue. (Concentric rings are a parallel image artefact which can be eliminated by use of an alternative imaging protocol).
James Doutch (left) and Elliot Gilbert preparing the RVA for use on the Quokka SANS instrument. The RVA allows cooking processes in starch to be structurally characterised in situ.
Simultaneous measurement of structure and viscosity changes during starch cooking

James Doutch1, Mark Bason2, Ferdi Franceschini1, Kevin James2, Douglas Clowes1, Elliot P. Gilbert6
1ANSTO, 2Perten Instruments

Starch is the key carbohydrate in the human diet and the major storage structure in plants. The structure of the starch granule is surprisingly complex and has a number of hierarchical levels extending from the micron- to nano-scale. These structural characteristics confirm considerable botanic variation, or differences between plants and this, in turn, causes considerable differences in the nutritional and industrial properties of different starches which form part of our diet. This particularly manifests itself with differences in cooking properties. This study characterised this behaviour using simultaneous Rapid Visco Analysis (RVA) and small-angle neutron scattering [1].

Starch granules and pasting

Starch is deposited by plants in granules that show considerable botanical variation in shape and size distribution; generally granules range from 2 μm to 100 μm in dimension. Most of the granule is composed of essentially linear amylose and highly branched amylpectin. The ratio varies considerably between plant species. The granules are further subdivided into growth ring structures, which alternate between amorphous and semi-crystalline structures. The semi-crystalline rings have a repeating lamellar structure of periodicity 90 – 100 Å. This is easily observed using neutron scattering (small-angle neutron scattering – SANS) and x-ray scattering (small-angle X-ray scattering – SAXS) [2]. Other sub-structures such as superhelices and blocklets are thought to exist within the granule [3].

The pasting properties of starch are readily studied using the RVA unit, in which slurries of starch are subjected to a defined program of heating and cooling cycles which allows the cooking properties of starches to be reproducibly tested, for example, prior to sale. This allows for grain quality control and can be used to assess viscosity changes during innovative processing techniques. During a heating and cooling cycle in excess water, several changes in the RVA profile are observed. Firstly, a sufficient number of starch granules undergo such rapid swelling and partial amylose leaching, particularly following gelatinisation, that a rapid rise in viscosity is observed. Under conditions of both heat and shear, the granules are partially disrupted and the leached amylose aligns, leading to a reduction in viscosity in most cases. On subsequent cooling, the hydrated polymers re-associate and the material undergoes a transition to a gel, which is observed as a ‘setback’ or increase in viscosity. The corresponding changes in nanostructure however had not previously been characterised.

Simultaneous SANS and RVA

Neutrons have several key advantages for analysing the nanostructure of food systems, in particular their relatively high penetration through dense or concentrated samples and sample environments, as well as the ability to avoid beam damage.

An industrial RVA unit, modified to allow a neutron beam to pass through it, is shown in Fig. 1. This was then used on the Quokka SANS instrument at OPAL to collect simultaneous SANS and RVA data using a typical industrial test cycle of heating and cooling, while hydrated with deuterated water. The cycle used in this study was 13 minutes long with the starch heated to 95°C over the course of 5 minutes, held at that temperature for 2 minutes and then subjected to a gradual cooling for the remainder of the profile.
A fractal structure in the gels

Fig. 2 shows simultaneous scattering and RVA profiles for two starches: the scattering at low-q values increases quite dramatically for both starches at the point at which the viscosity first starts to rise. This implies the formation of large scale structures and occurs after approximately 4 minutes. The scattering for waxy (amylopectin only) maize is shown in detail in Fig. 3. Here, the periodic lamellar structure is destroyed after 4 minutes and replaced by power law scattering, in which the scattered intensity decays by some negative power with increasing q. This power law scattering shows variation through the remaining time of the experiment.

Power law behaviour in small-angle scattering experiments can indicate a number of structural possibilities; for example, regular shapes like cylinders, spheres or fractal structures. We were able to differentiate between these possibilities by placing the data on an absolute scale, a task easily achieved with SANS. This clearly demonstrated that the gel structures had the form of fractals on the nanometre scale. The data was analysed using the method of Teixeira [4].

In contrast to other structural interpretations in the literature, only this structural model is able to yield the correct volume fractions expected for the systems studied.
This analysis yielded some interesting variations between different botanical starch varieties. In particular, potato, tapioca and waxy maize form aggregates which are relatively large (~200 Å) compared with wheat and normal maize (~90 Å). There were also interesting differences in fractal or Hausdorff dimension. This gives an indication of the morphological complexity of the system. We deduced that tapioca and potato gels appear to have quite linear and relatively simple structure, whereas maize and wheat gels are much more complex and the aggregates quite polydisperse, while waxy maize is intermediate between the two groups. These nanoscale characteristics show excellent correlation with the macroscopic properties of the gels and invite further study. The nanoscale parameters obtained from simultaneous SANS/RVA can be used to better understand structural transitions during starch gelation, across a wide variety of industrially relevant conditions.
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Environment and climate change
Environment and climate change

Understanding and improving our environment is essential for the continuing prosperity of our planet. ANSTO’s studies look at many aspects of our environmental systems from the impact of humans on the environment to how we can mitigate and adapt to climate change.

Over the past 12 months, ANSTO’s studies have investigated ways of improving groundwater management in Western Australia; looked inside the feathers of migratory Mutton Birds to better inform our understanding of trace metal pollutants in our marine environment; and performed sustainability studies on forest soils subject to severe bushfires followed by high intensity storms.

Our researchers have also undertaken studies to better understand and predict the increasing number of high-intensity tropical cyclones to help reduce the widespread flooding, economic and social disruption and potential loss of life they cause for Australia’s coastal communities.
Karina Meredith in the Institute for Environmental Research working in the Isotope Ratio Mass Spectrometry Laboratory.
Groundwater ‘age’ assessment in the Gnangara Mound, Western Australia

Karina Meredith1, Dioni I. Cendón1, Jon-Philippe Pigois2, Suzanne Hollins1, Geraldine Jacobsen1
1ANSTO, 2Government of Western Australia, Department of Water

ANSTO’s study of the Perth Basin aquifers determined the age of groundwater to be 23,000 to 35,000 years old. Although this result was expected, what was surprising was the identification of an area of younger modern groundwater at a depth of 300 metres below ground level. This area is of prime interest for water resource managers because fresh water is replenishing the otherwise isolated underground system.

The Gnangara groundwater system is the largest utilised source of groundwater in the southwest of Australia and supplies up to 70% of Perth’s potable water during periods of drought. Its sustainable use is crucial for future development in and around Perth. Naturally occurring radioactive isotopes such as tritium and radiocarbon are ideal tools to date the groundwater. By understanding the age of the groundwater, we can then determine how frequently the water is being replenished and how much of the resource is available for use. Strong competition for this limited water resource means that understanding its hydrology is essential for sustainable groundwater management.

The Gnangara Mound and groundwater system

The Gnangara groundwater system covers an area of approximately 2,200 km² and constitutes the largest utilised source of groundwater in the southwest of Australia (Fig. 1). These aquifers can supply up to 70% of Perth’s potable water when river water is not available (such as during drought periods) and its sustainable use is of major importance for future development in the Perth Basin. Aquifers are rock structures or sediments located beneath the ground that are saturated and permeable enough to allow economic quantities of groundwater to be extracted. Groundwater from these vast aquifer systems support agriculture, industry and private domestic use, and also sustain significant groundwater dependent ecosystems that carry social, cultural and environmental values. There is increasing pressure on this supply, resulting from irrigation demands and urban development. Strong competition for this limited water resource, along with warmer weather and a decrease in rainfall from climate change has led to reduced groundwater levels.

Information obtained from the analysis of stable isotopes of O, H and C, and the radioactive isotopes of C and H, used together with hydrochemical information, provides the necessary tools for understanding groundwater age and hence recharge patterns within this large water resource system.

How is groundwater dated?

It is important to understand how frequently water is being replenished in the aquifers. This can be achieved by determining the age of the water, and to do this we use two naturally occurring radioactive isotopes that are found in water. Tritium, 3H is a short-lived isotope of hydrogen with a half-life of 12.43 years. It forms part of the water molecule and therefore can be used to directly date the water. Radiocarbon dating is the most accessible and widely used technique to date ‘older’ groundwater resources. Radiocarbon (14C) is the radioactive isotope of carbon and has a half-life of around 5,700 years. It is produced naturally in the atmosphere by cosmic rays and is subsequently oxidised to CO₂, where it mixes into the lower atmosphere and is then incorporated into the biosphere and hydrosphere. The ubiquity of carbon in groundwater makes it an ideal isotope for dating groundwater.

Dating groundwater using radiocarbon (14C) is complicated by the fact that the carbon may come from a variety of sources of different ages, for example some carbonates may come from very old sources and contain no radiocarbon. The presence of this ‘dead’ carbon must be corrected for, in order to get a reliable age. This can be overcome by accounting for the major hydrochemical and physical processes that are likely to influence the carbon chemistry of a groundwater sample [1].
How do we analyse groundwater chemistry and isotopes?

The chemical composition of water samples is measured by inductively coupled plasma-atomic emission spectroscopy for cations and ion chromatography for anions. Stable isotopes of dissolved inorganic carbon (δ13CDIC) are analysed by liberating CO₂ from each sample and injecting it into an isotope ratio mass spectrometer. For 3H analysis, water samples are distilled and electrolytically enriched prior to being analysed by the liquid scintillation method. For 14C analysis, the total DIC (dissolved inorganic carbon) is processed into CO₂ by acidifying the samples and
extracting the liberated CO₂ gas using a custom-built extraction line. The ¹⁴C activities were measured by accelerator mass spectrometry using ANSTO's 2MV tandemron accelerator, STAR.

**Groundwater recharge and carbon evolution**

Hydrochemical variability was observed in groundwaters abstracted from the different aquifers within the Gnangara groundwater system [2]. Fig. 2 shows the recharge path of rainfall and/or river waters through the various aquifer units until it forms groundwater in the interconnected pores of the sand and limestone units. Once groundwater from these units reaches the Perth Basin aquifers (located more than 200 m below the ground surface) they generally form palaeowater or old groundwater. The groundwater is recharged by rainfall which passes through the soil zone, and dissolves carbon on the way. Thus, groundwater in the sandy aquifer inherits a δ¹³C_DIC, which is similar to the signature of soil zone CO₂ (i.e. ~25%). Groundwater from this unit also had
high measured $^{14}$C activities (70 to $\sim$100 pMC) and detectable $^{3}$H activities (Fig. 3) indicating exchange with the $^{14}$C-active soil zone, leaving it open to modern carbon exchange.

Groundwaters originating from the overlying sandy aquifer have high concentrations of CO$_2$ liberated from the oxidation of organic matter. As this acidic recharge enters the carbonate aquifer, dissolution is enhanced. Consequently, groundwater pH, Ca$^{2+}$ concentration and $\delta^{13}$CDIC values increase (Fig. 4). Groundwaters also move towards carbonate saturation further implying a shift from open to closed system conditions. Groundwater infiltrating through limestone units such as these found in Gnangara, can have up to 50% of its HCO$_3$- contributed from a ‘dead’ carbon source making the waters appear older. Therefore, uncorrected radiocarbon results can appear much older and are not considered representative ages in this groundwater environment.

**Identification of recharge areas within the Gnangara Mound**

Radiocarbon corrections were applied to all groundwater samples according to the main hydrogeochemical processes identified [3]. The corrected radiocarbon ages of groundwater from the Perth Basin aquifers were generally found to be old (23,000 to 35,000 years old). However, in the south-eastern corner of the study area (sites NG03 and NG09, see Fig. 1) they were much younger than anticipated, ranging from modern to $\sim$2,000 years old. Fig. 5 is a geological cross-section running east to west through the study site showing the location of younger groundwaters recharged into the Perth Basin. This is occurring where low permeability units are not present, forming a recharge ‘window’.

The identified recharge area is of prime interest for water resource management because not only is it important that it is left to actively recharge fresh water into the deep aquifers, but it also needs to be protected from point-source contamination. For example, application of pesticides to soils in this area could lead to a higher risk of contamination in an otherwise protected groundwater resource.

Identification of areas of recharge into confined aquifers is important for managing water allocations and will help with calibrating physical hydrogeological models of a groundwater system. The understanding of aquifer interaction in this area is crucial to sustainable management of confined aquifer abstraction in a drying climate.

**Acknowledgements**

The authors would like to thank the Government of Western Australia, Department of Water (DoW) for providing the funding and support for this project. Thank you to Geoff Sadgrove from DoW for his field work contribution and technical assistance.
Geological cross-section with corrected groundwater age and flow direction (arrows) for the study site (refer to Figure 1 for cross section location A-A’). M = modern (<60 years old) and SM = sub-modern (>60 but <1,000 years old).
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Studies of the Flesh-footed Shearwater are helping scientists understand the effects of plastic waste on sea birds.
Trace metal distribution in feathers from migratory, pelagic birds using high-resolution synchrotron X-ray fluorescence microscopy

Nicholas Howell¹, Jennifer Lavers², David Paterson¹ Richard Garrett¹, Richard Banati¹,⁴
¹ANSTO, ²Institute for Marine & Antarctic Studies, University of Tasmania, ³Australian Synchrotron, ⁴University of Sydney

Increased trace metal concentrations in feathers from migratory birds are regularly used in ecotoxicology (the study of the effects of toxic chemicals on biological organisms) as indicators of individual, population and environmental health. For most routine sampling and analysis, usually only parts of feathers are sampled.

However such sampling procedures have major short-comings because they ignore variations in feather development and how the contaminant enters the bird’s cells during feather growth.

In order to gain a better understanding of contaminant distribution along the full length of a feather, ANSTO used the X-ray fluorescent microprobe at the Australian Synchrotron to obtain high resolution elemental images of breast feathers collected from chicks of Flesh-footed Shearwater (*Puffinus carneipes*) also known locally as Mutton Birds.

The study revealed, with exceptional clarity, previously unknown distribution patterns of trace metals necessary for healthy development as well as showing how the birds absorb metals that come from major pollutants such as micro-plastics, disintegrating plastic waste that is increasingly affecting a wide range of marine animals including sea birds.

The Flesh-footed Shearwater

The Flesh-footed Shearwater is a trans-equatorial migrant seabird that is a common local visitor to the waters of the continental shelf and slope of south-west Australia and around Lord Howe Island, which both serve as breeding and foraging grounds [1]. The Flesh-footed Shearwater is listed under the Japan-Australia Migratory Bird Agreement (JAMBA) and is categorised as ‘vulnerable’ by the Threatened Species Conservation Act (1995) in NSW, ‘rare’ in South Australia and ‘in decline’ in New Zealand. Surveys of populations only go back ~40 years but decline is evident through more recent work [1]. Flesh-footed Shearwaters generally pair for life and will return to the same burrow every year to breed from September to May. Upon completion of the breeding season, birds from Western Australian colonies migrate north across the Indian ocean to the Arabian Sea and the Gulf of Oman while birds from Lord Howe Island and New Zealand move north across the Pacific Ocean to the Sea of Japan and southern Sea of Okhotsk (Fig.1,2) [1].

Due to their global distribution and reliance on marine resources, sea birds function as indicators of marine environmental contamination. Ecotoxicology often uses feather chemistry and composition to infer information about the individual, population and environment of the bird during the period of feather growth [2-6]. As most feathers are replaced yearly, they contain valuable indicators of the state of the bird and its environment over this period, which can be days to weeks [4].

The distinct yet consistent migratory patterns of the Flesh-footed Shearwater allow avian chemoecological methods to be used to gain complementary data from distinct locations across the globe. Flesh-footed Shearwater breast feathers are replaced on the wintering grounds in the southern hemisphere [7]. The breast feathers that were used in this experiment were collected from the Lord Howe Island colonies. These samples contain information regarding the overall health of the bird during the breeding season when the birds are foraging within the Tasman Sea.
Trace metal distribution in feathers from migratory, pelagic birds using high resolution synchrotron X-ray fluorescence microscopy

The map shows the tracks of individual Flesh-footed Shearwater birds tagged with light loggers follows their migration to the Sea of Japan from Lord Howe Island (courtesy Dr Tim Reid, University of Tasmania).

**Marine birds and micro-plastics**

During migration, birds pick up plastics floating on the ocean surface. Decaying plastics have become a globally widespread and abundant marine environmental contaminant [7,8] and a major source of persistent organic pollutants and heavy metals. These bio-accumulate particularly through the course of feeding of the birds’ offspring [3].

The ingestion of plastic by marine birds has been well-documented [8], particularly in Flesh-footed Shearwaters, often leading to gastrointestinal blockage and death [3].

While larger pieces of plastic are mostly a mechanical hazard for the ingesting bird, microplastics are particles of synthetic organic polymers <5mm in size; typically too small to cause physical damage [9]. However, while floating in the marine environment for many years or decades, plastic items act as sorbents for other contaminants, such as persistent organic pollutants and heavy metals [9]. The impact of microplastic contamination is yet to be fully realised, though it may lead to higher accumulation of persistent organic pollutants and heavy metals in marine surface feeders as the bird is likely to ingest much more over a lifetime [9].

**Elemental imaging using X-ray fluorescence microscopy**

The X-ray fluorescence microscopy beamline [10] at the Australian Synchrotron (Fig.3) was used to produce high-definition elemental images (Fig. 4) of breast feathers collected from Flesh-footed Shearwater chicks on Lord Howe Island. The scanning X-ray fluorescence microprobe used a 16 keV incident energy beam focussed to several microns to create images with pixel sizes between 5-70 μm. This technique allowed us to reconstruct quantitative elemental concentration maps or images of the feathers for a wide range of elements with an atomic number greater than 19 (potassium) as well as look at patterns of distribution within regions of interest (Fig. 5). Fig. 6 indicates the anatomy of a feather.
It is a common sampling procedure, such as in stable isotope measurement, to only sub-sample the feather by cutting off the tip and using it for further analysis [2]. However, our results show intricate patterns that reflect growths pattern Fleshfooted Shearwater chicks that sub-sampling and analysis would normally miss. A better understanding of the hitherto unknown within-sample heterogeneity of the elemental distribution in individual feathers reduce the risk of over- or underestimation of population parameters.

Of particular interest is the distribution of elements that are known to be essential for healthy plumage growth. When reconstructing the image based on zinc (Zn) concentration, a striking regular banding pattern is
observed running the length of the feather and radiating out from the calamus and rachis into the vanes (Fig. 5). This shape of the banding is consistent with the established mechanism of feather growth [11]. The distribution of Calcium is localised in high concentrations to the base of the calamus. It forms a corset-shaped structure at the calamus to skin interface but is scarce along the length of the rachis. Arsenic can be observed uniformly along the length of the rachis but is diminished in the calamus. The most abundant element observed using this technique is Bromine (Br). Br is present in high concentrations throughout the feather structure. It is readily concentrated from sea water by marine algae and bacteria which are then ingested by organisms feeding at the surface [12-14]. Iron (Fe) can be observed almost exclusively in the vanes of the feather and is barely detectable in the rachis. Occasional spots of iron detected on the calamus correspond to contamination from blood or tissue remaining after plucking.

**Outlook**

The challenges facing the Flesh-footed Shearwater include plastic ingestion, contamination, habitat loss, and by-catch in fisheries [1]. The species represents a convenient indicator of marine environmental health, locally and internationally, therefore further efforts made to understand challenges to its physiology are of interest from a conservation and environmental monitoring point of view. High-resolution X-ray fluorescence microscopy allows the acquisition of so far unseen two-dimensional elemental distribution maps and highlights the significant uptake of contaminants by migratory birds. Together with knowledge about the birds’ migratory route, elemental distribution data from individual feathers can provide new and more detailed information about the time period of up-take and thus the origin of the bio-accumulated contamination. If the up-take pattern of a normal trace element is found to be disturbed, there may potentially also be an opportunity to develop a biomarker for any adverse health effects of pollutants. Future scope of work includes the more systematic study of species variations as well as variations in the distribution maps for normal and contaminant elements due to changes in feed intake.
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Trace metal distribution in feathers from migratory, pelagic birds using high resolution synchrotron X-ray fluorescence microscopy

Photograph of a Flesh-footed Shearwater feather showing the calamus, rachis, vanes and bars.

Figure 6
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The ANTARES accelerator, used by Michael Hotchkis, is used for tracing plutonium fallout in the Australian environment.
Forest soil erosion in the wake of major bushfires

Michael Hotchkins¹, Hugh Smith²,³, Gary Sheridan², Petter Nyman³, Patrick Lane⁴, David Child¹, Geraldine Jacobsen¹
¹ANSTO, ²University of Plymouth, UK, ³University of Melbourne

Severe bushfires, such as Australia’s 2009 Victorian ‘Black Saturday’ bushfires, expose the soil in bushland. Subsequent high intensity storms – possibly once-in-a-hundred year events – can then cause significant erosion with massive debris flows. This can happen even in small creek systems.

This study used fallout radionuclides (radioactive atoms) as tracers to better understand the processes that influence the evolution of landscapes experiencing these events.

The fate of the forest soil is particularly important because it can tell us whether or not existing conditions are sustainable. For example, if severe bushfires followed by severe storms causes soil depletion, we know there will be damage to the soil and subsequently, the forest, rather than a sustainable equilibrium.

Fallout plutonium isotopes, measured at trace levels using the ANTARES accelerator, were used for the first time in this kind of study.

Study area

The upper part of Myrtle Creek, in the Ovens River basin of North East Victoria, forms a small 23 hectare catchment, covered in dry open eucalypt forest (see map, Fig. 1). This area was completely burnt by one of the numerous high severity bushfires which swept Victoria in February 2009. In the first few days of March 2009, several storm cells passed over the catchment, producing short duration, high intensity rainfall (around 50 mm per hour rainfall rate). Even in a small catchment such as Myrtle Creek, the water pouring off the hillsides into the creek generated significant debris flows, moving hundreds of tons of material including gravel, sediments, tree trunks and small boulders (see Fig. 2).

Fallout radionuclides as tracers

Fallout from atmospheric nuclear weapons tests, carried out mainly in the late 1950s and early 1960s, distributed radionuclides all around the world. Certain longer lived radionuclides remain where they fell, in soil, sediments and elsewhere in the environment. These radionuclides act as markers in the soil or sediment and can then be used to trace the movements of such material. Of these, ¹³⁷Cs fallout has been used widely in erosion studies, as it tends to be firmly attached to the fine particles in soil or sediment. ¹³⁷Cs has a half-life of 30 years, so this marker is diminishing as the years go by. Plutonium, in particular ²³⁹Pu and ²⁴⁰Pu, also forms a major component of fallout and, like caesium, binds well to fine particles. With half-lives of several thousand years, the fallout signal from Pu isotopes provides a long-term marker in soils and sediments. Plutonium has only recently been used in this kind of work [1], as a result of the recent development of accelerator mass spectrometry for actinides. In the present study, both caesium and plutonium were used.

Sampling and measurements

¹³⁷Cs can be measured by gamma spectrometry in large samples. Pu is not detectable in this way, but can be measured with high sensitivity, even in small samples, by accelerator mass spectrometry. For this work, the Pu isotopes were measured using ANSTO’s ANTARES accelerator. We could easily measure samples with 0.1 picogram of Pu per gram of soil.

Three different types of locations in the catchment were sampled:

1) Hillslope surface soils, to identify typical material which may contribute to downstream deposition. These samples had the highest levels of fallout radionuclides.
2) Channel banks. As the creek floods, it cuts into the banks and stream bed, deepening the watercourse. Hence, material from the banks is swept into the flow and is also deposited downstream. These samples are comprised of sub-soil material and contain the least amount of fallout.

3) Deposits were sampled, such as levees left behind at the height of the storm flow. In all cases, we extracted fine sediments from the sampled material for our measurements.

Results

Fig. 3 shows that caesium ($^{137}$Cs) and plutonium ($^{239}$Pu+$^{240}$Pu) are well-correlated, confirming that plutonium is as valid as the more commonly used caesium for sediment tracing. As expected, the highest and the lowest activities are seen, respectively, in the hillslope and the channel bank samples. The activities of the deposits fall in between; the relative contributions to each deposit site sampled can be derived from a simple mixing model with relative contributions shown on the map in Fig. 1.

Further study of the results with respect to the types of locations sampled shows that hillslope erosion is the major contributor to sediment deposition during the peak of the storm. Subsequent deposition, following the peak flow, accumulated in inner channel deposits and in the terminal fan, is dominated by channel bank sourced material.

Carbon dating, using the STAR accelerator, has also been performed on past debris flows at Myrtle Creek. These show that severe erosion events, such as those observed here in 2009, might occur at intervals of several hundred years in susceptible locations.

In combination, these observations allow conclusions to be drawn about the erosion processes occurring at this site. Despite the low frequency of these events, the results indicate that they are major contributors to the long-term erosion of forest soils. Although the data here are limited, there are indications that the erosion rate exceeds the soil formation rate in this situation, leading to net soil loss. Soil loss leads to long-term environmental impacts.

This study, along with that of another site in Victoria, is reported in detail in a recent issue of the journal Geomorphology [2].
Photos of Myrtle Creek showing significant debris deposits left behind after sudden intense storm events in 2009. (b) Sampling locations are indicated with arrows. Note the burnt-out trees and denuded hill slopes resulting from the bushfires (photos courtesy Hugh Smith).

$^{137}$Cs and $^{239+240}$Pu activities of samples from the Myrtle Creek catchment.

References


Member of Cosmogenic-Exposure Dating Group in front of 10Be beam line at ANTARES. (L-R) Charles Mifsud, Steven Kotevski, Toshi Fujioka, David Fink and Krista Simon.
Recent climate predictions suggest Australia will experience more high-intensity tropical cyclones and flooding leading to extensive economic and social disruption.

These predictions are based on modelling global warming scenarios using short-duration historical cyclonic records. In order to improve future modelling of cyclone frequency, we need to find evidence of extreme events occurring over the past few tens of thousands of years.

At Jacks Waterhole, a narrow gorge about 500 m wide along the Durack River, in the Kimberley region of north-west Australia, numerous sets of meter-sized, mega-ton boulders are found stacked into semi-circular piles. These piles of imbricated boulders are due to massive storms and floods occurring during the past when rainfall conditions were vastly different from today. Using the novel technique of \textit{in situ} cosmogenic-exposure dating and ANSTO’s Accelerator Mass Spectrometry ANTARES Facility, ANSTO scientists were able to measure the time when these massive boulders were plucked from bedrock and flipped into piles. Initial results indicate that mega floods in the Kimberley region occurred about 15,000, 130,000 and 250,000 years ago - exactly during the period when earth’s climate was changing rapidly at the end of the last 3 major ice ages. During these periods, sea-surface temperatures were increasing leading to increased atmospheric moisture supply and sea level rise associated with polar-ice melt. These results indicate that rapid increase of global temperature and future increases in global sea-level, may increase the magnitude of tropical cyclones and extreme flood events.

**Ancient mega floods in the monsoon tropics of Australia coincide with climatic instability**

\textit{Toshiyuki Fujioka$^1$, David Fink$^1$, Gerald Nanson$^2$, Charles Mifsud$^1$}

$^1$ANSTO, $^2$University of Wollongong

Assessing the floods

Australia has recently experienced a series of catastrophic floods associated with tropical cyclones and storms. While enhanced rainfall potentially helps agriculture to recover from long-standing drought, it can cause tremendous damage to urban communities and natural environments. Assessing risks of such hazardous events is of significant public concern in terms of the sustainable use of resources under our current rapidly changing climate.

There have been numerous investigations on how current global warming affects the occurrence of tropical cyclones and thus flood events [1], but the outcome is somewhat controversial. Although tropical cyclone activity appears to have increased in Australia over the past decade, the short nature of the historical and instrumental records prevents climate scientists from unambiguously decoupling the anthropogenic influence from the natural cyclone systems, thus making future predictions difficult.

In this study, we determined the timing of extreme floods in the monsoon tropics of Australia that displaced and overturned massive boulders plucked from underlying bedrock. The dating technique utilises the measurement of the concentration of the long-lived radioactive nuclide, $^{10}\text{Be}$ (half-life $\sim$1.39 million years), which is produced in Earth’s surface rocks via continuous bombardment of cosmic-ray particles. We applied this technique to imbricated clusters of gigantic boulders at Jack’s Waterhole along the Durack River in the Kimberley in northern Australia.

**The study site**

The Kimberley belongs to the monsoon tropics of northern Australia; its climate is highly seasonal ranging from tropical to semi-arid where the region receives 90% of annual rainfall during the summer monsoon period (November–April). Occasional, but often intense, storms and cyclones lead to river flooding causing one of the main natural hazards for the local population.
Jack’s Waterhole is located in the middle to lower sections of the Durack River, about 70 km upstream from its outlet to the Cambridge Gulf (Fig. 1). The flow derived from the upper catchment of 12,000 km² is funnelled through a narrow gorge, 500 m wide and ~1.5 km long, which has been formed by long-term incision of the Durack River into resistant sandstone. Along the flanks of the gorge and slightly above the modern river channel, numerous hydraulically-plucked rock slabs have been stacked into discontinuous, semi-circular patterns of imbricated piles that resemble toppled rows of dominoes (Fig. 2a-d). Based on surface erosional features (e.g., weathering pits, smoothness, rock vanish coating) and freshness of joint breaks and fracturing, some of these boulders have clearly been overturned. The layered bedding matrix of sandstone results in platy boulder shapes of a few to several metres in the long-axis and 0.5 to 2 m thick. The blocky quasi-square nature of the boulders results from the vertical jointing of the local bedrock.

A hydrological and channel morphological study of the site by Wende [2] suggested that only extreme floods with exceptionally high-flow velocities of up to 10 m/sec can dislodge and move these massive boulders. Such climatic events have not been documented in the palaeoclimate and environmental archives since the mid-Holocene (past 5,000 years), and we speculate that the overturning events may result from major changes in global climate associated with the waxing and waning of past ice ages. But, how can we ‘date’ when a boulder flipped?
Model concept

Cosmogenic $^{10}$Be is produced via a spallation nuclear reaction of secondary cosmic-ray particles (neutrons and muons) on oxygen atoms within the mineral quartz ($\text{SiO}_2$ is the most abundant mineral on Earth) in rocks. The longer the surface is bombarded the more $^{10}$Be accumulates. Given that the production rate of $^{10}$Be (atoms per gram of quartz per year) is known and the extremely low concentration of resultant $^{10}$Be in rocks can be measured by accelerator mass spectrometry, we can calculate the exposure ages of rock surfaces. In addition, by knowing how the cosmic-ray intensity attenuates with depth in the rock, we can predict a $^{10}$Be concentration ‘depth profile’ by simply measuring $^{10}$Be in the top few centimetres of rock surfaces. However, when a boulder is overturned, the predictable depth profile no longer applies, and the deviation of the predicted value from the measured one can be used to estimate the time when it overturned.

We sampled both the upper (exposed) and lower (hidden) surface of six boulders deemed to have been overturned by field observation. If our identification is correct, the previously buried surface is now exposed and the previously exposed surface is now buried after the event (Fig. 3), making the $^{10}$Be ratio of the two surfaces deviate from the predicted value. Immediately after the event, the $^{10}$Be concentration of the now hidden surface (i.e., the previously exposed surface) must exceed that at the exposed surface (i.e., the previously buried surface) (Fig. 3b). This inverse relationship will, with time, gradually tend to revert to the normal relationship (i.e., as if the boulder had never overturned) as the current upper surface continues to receive a higher cosmic-ray dose (Fig. 3c). Thus, the longer the elapsed time since overturning, the more difficult it is to uniquely determine whether the boulder has been overturned or not. Our modelling shows that we are able to determine overturning events for the time range between 1,000 to 300,000 years for boulders of 1 m thickness.
Determining the age of floods

Four out of six boulders we sampled show an inverse relationship in $^{10}$Be concentrations between their upper and lower surfaces, indicating that they have been overturned. Within our measurement uncertainty, we could not unequivocally determine if the remaining two boulders were overturned. Our model gave overturning ages of 6,300, 11,400, 140,000 and 235,000 years with ~15% uncertainty for the four boulders [3].

These ages largely coincide with the last three major transitions of global climate from glacial to interglacial periods, termed glacial terminations, i.e., T-I (18,000–11,000), -II (136,000–124,000) and -III (252,000–238,000 years ago) [4] (Fig. 4). These transitions are characterised by a rapid increase in global temperature (~2°C per 1,000 years) associated with sea-level rise in parallel to a reorganisation of atmospheric and ocean circulations. We believe that the relative climatic instability at glacial terminations led to temporal enhancement of tropical cyclone and storm activities, consequently generating devastating floods along northern Australia.

Schematic diagrams of an interpretive boulder-overturning model (left) and associated cosmogenic-$^{10}$Be vertical depth profiles through the boulder (right). (a) Just prior to the event (designated as $t = 0$): long-term continual irradiation of the intact boulder has resulted in an exponentially decreasing (“normal”) $^{10}$Be concentration profile, which is controlled by the cosmic-ray attenuation rate and boulder thickness, $h$. (b) At the flood event ($t = 0$): the upstream face of the rock slab is plucked from its bedrock contact, detached, rotated about a pivot point at its downstream face and overturned, exposing a previously-buried surface (surface A). The $^{10}$Be profile immediately after overturning ($t ~ 0$) will be an inverted curve (“inverse” profile) similar to that given in (a). (c) As the cosmic-ray irradiation time continues, the $^{10}$Be profile tends progressively to resemble the “normal” profile (dashed curves). During this time period, prior to re-establishing a “normal” depth profile, the overturning age, $t$, can be calculated by comparing the ratio of $^{10}$Be on the lower to upper surface with that predicted ratio based on the upper-surface $^{10}$Be concentration with boulder thickness. The size of black and white dots denotes the relative difference in the $^{10}$Be concentration between the surface A and B.
The model overturning ages of the mega-flood-generated boulders at Jack’s Waterhole, the Kimberley, overlayed on major climate records over the past 450,000 years (after [4]). Benthic \( ^{18}O \) stack (red curve, representing global deepwater temperature and ice volume); deuterium excess (dD) from the EPICA Dome C ice core, Antarctica (blue curve, representing Antarctic temperature). T-I to T-V (yellow-blue bands) denote glacial terminations. Our model overturning ages (yellow-dots; measurements taken on ANSTO’s ANTARES accelerator) coincide with the three recent terminations which involve major oceanic and atmospheric reorganisation.

The youngest model age (6,300 years) corresponds to a period of relative warmer and wetter conditions associated with final sea-level adjustment to Antarctic-ice melt since the last glacial maximum (~20,000 years ago). This is supported by sediment records near Darwin indicating intense floods during early to mid-Holocene with much higher magnitude than those during the last 4,000 years [5].

In summary, we conclude that the palaeo-hydrological regime in northern Australia over the past 250,000 years has responded to the major global climate changes during periods of glacial terminations, as evidenced in this study by massive boulder overturning during increased river flow. This result has implications for assessing the effect of future global warming on the frequency and magnitude of cyclones and storms in the monsoon tropics of Australia.
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Novel materials
Novel materials

The novel material research conducted at ANSTO is aimed at developing and characterising new materials to tackle industry problems and create innovative and improved products in industries as diverse as health care, electronics and construction.

Research into novel materials includes plastics, metals and ceramics—essentially materials that are designed to exhibit new properties and improve performance.

ANSTO’s recent novel material studies are helping improve the performance of the next generation of electronic devices such as television and mobile phone screens; finding the best way to store hydrogen, which could be the answer to producing cleaner, greener energy; and aiding the design of the nuclear materials of the future by studying how materials respond to extreme levels of radiation.
Tamim Darwish is setting up a hydrothermal deuterium reaction in a Parr high pressure reactor.
Studying the morphology and stability of organic light-emitting diode devices

Tamim A. Darwish1, Michael James1, Peter J. Holden1, Arthur R. G. Smith,2 Ian R. Gentle,2 Paul L. Burn.2
1ANSTO, 2University of Queensland

Organic light-emitting diodes (OLEDs) are extensively used in devices such as television and mobile phone screens, but their life-time depends significantly on the stability of the chemical layers that form these devices. Structural changes at the interfaces between these layers, which can occur during production or when the device heats up, dramatically affect how electrical charge travels through the device leading to changes in its performance.

ANSTO’s research used neutron reflectometry and specifically synthesised deuterated molecules that are typically used in OLEDs, to study the combining of layers and the structural changes that take place on the nanoscale, or sub-microscopic level, to improve the performance of the next generation of these devices.

What is an OLED?

Organic light-emitting diodes (OLEDs) are generally made of thin layers of organic or organometallic (macro) molecules sandwiched between two electrodes (Fig.1). The devices emit light when an electric current flows through them. OLEDs are under intense investigation for use in the next generation of display and lighting technologies. These devices are used already in television screens, computer monitors and small portable system screens such as mobile phones and personal digital assistants.

How does an OLED work?

The simplest OLED has the emissive layer sandwiched between two electrodes (anode and cathode), one of which must be transparent to let the light escape. The anode injects holes into the device while the cathode injects electrons. When an appropriate voltage (typically a few volts) is applied to the cell the injected positive and negative charges recombine in the emissive layer to produce light (electroluminescence). However, for the devices to work well there needs to be balanced injection and charge transport of holes and electrons and to do this, additional charge transport layers are often introduced between the electrodes and the emissive layer. Fig. 2 shows a typical device that contains an ‘electron transport layer’ and a ‘hole transport layer’ in addition to the light-emitting layer.

Scope of study

While efficiencies of OLEDs have risen quickly the task of preparing such devices with lifetimes suitable for displays and lighting has proved challenging. The morphological stability of the layers in the device can affect both device efficiency and lifetime. Heat generated during operation is one of the critical factors which can contribute to the instability of the layers at the molecular interfaces. This is particularly important for OLEDs based on small molecule phosphorescent iridium(III) complexes such as fac-tris(2-phenylpyridyl)iridium(III) [Ir(ppy)$_3$] due to the different thermal properties of the materials in the adjacent layers, and also due to the fact that the complex is blended into a host material [e.g., 4,4-bis(N-carbazolyl)biphenyl = ‘CBP’]. In blends, it is difficult to elucidate whether the guest is evenly distributed throughout the film or whether there are concentration variations in parts of the film. Investigations of functioning devices with buried interfaces present numerous difficulties using conventional surface-science techniques and so neutron reflectometry along with deuteration of specific molecular layers has become the key method for the study of the morphology, diffusion and interfacial behaviour in organic thin-film semiconducting devices. These phenomena and the performance of organic optoelectronic devices are the subject of ongoing investigations by Paul Burn, Ian Gentle and their co-workers at the University of Queensland. They have developed a combined in situ neutron reflectometry/photoluminescence measurement that allows the simultaneous collection of the neutron reflectivity data and emission spectra from functioning OLEDs [1]. An additional feature of the experiment is that the sample can be heated in situ thus enabling the direct determination of the effect of annealing on the physical and photophysical properties.
Why use neutrons and deuteration?

Neutron reflectometry is an excellent method for investigating the internal structure of thin (typically < 100 nm) films. In blended films, where there may be out-of-plane phase separation of the components within the blend, careful deuteration enables differentiation of components and allows any separation to be observed. Deuteration is the process where all or part of the hydrogen (\(^{1}\H\)) content of a molecule is replaced by the stable (non-radioactive) isotope deuterium (\(^{2}\H = \D\)). Materials containing hydrogen (\(^{1}\H\)) are said to be protonated whilst those containing deuterium (\(^{2}\H = \D\)) are said to be deuterated. The properties of the hydrogen and deuterium nuclei mean they scatter neutrons quite differently. This difference manifests as a variation in a quantity called the neutron scattering-length density. Neutron-beam studies exploit this difference in scattering-length density to probe the structures of individual components in multicomponent systems. In multi-layer films, a combination of deuterated and protonated layers can give excellent contrast in a neutron reflectometry experiment.

Deuterated and protonated layers can give excellent contrast in a neutron reflectometry experiment.

Deuteration of the OLED components

The National Deuteration Facility at ANSTO has the capability and expertise to deuterate a variety of (macro) molecules: this includes biodeuteration of proteins and polymers, as well as chemical deuteration including the synthesis and deuteration of a range of compounds such as surfactants, lipids, fatty acids, sugars and other small organic molecules.

Conjugated aromatic heterocycles such as bathocuproine (BCP) and tris(4-carbazoyl-9-ylphenyl) amine (TCTA) (Fig. 3) are widely used in OLEDs as electron and hole transport materials respectively. Deuteration of these aromatic and heterocyclic molecules enables the characterisation of the film structure typically found in multilayer OLEDs, due to a substantial increase in neutron scattering-length density of the deuterated material compared to their equivalent protonated forms. In addition, we can probe interdiffusion between the different molecular layers under thermal stress [1-3].

A combination of spectroscopic techniques such as nuclear magnetic resonance (NMR) and mass spectroscopy (MS) were used to calculate the total deuterium content in the molecules and the relative occurrence of hydrogen and deuterium atoms at specific sites within the molecule. NMR is a particularly useful analytical tool as experiments can be designed that discriminate between resonances of the various types of carbon molecules present: fully deuterated groups (CD, CD\(_2\), CD\(_3\)), partially deuterated groups (CHD, CHD\(_2\), CHD\(_3\)), and non-deuterated groups (C, CH, CH\(_2\), CH\(_3\)), thus allowing the full characterisation of the deuterated molecules, and hence the calculation of the scattering-length density of the different materials in the OLED layers for the neutron experiments [3].

Hydrothermal deuterium labelling

Deuteration of the molecules for this work was achieved either by H/D exchange reactions with deuterium oxide (D\(_2\)O) catalysed by Pt/C and Pd/C under hydrothermal conditions, or by synthesis from deuterated precursors produced by the same method. Hydrothermal deuteration involves heating the protonated version of the molecule in D\(_2\)O, which acts as the solvent and deuterium source, in the presence of metal catalysts under high temperatures and pressures using a Parr reactor (see image p.58). These reactors are designed to heat aqueous solutions to temperatures approaching water’s supercritical temperature under pressure. This induces H/D exchange between sites on the protonated molecule to produce a deuterated version which is then isolated, purified and characterised.

Inter-diffusion and phase separation in OLEDs

Thin films of the desired protonated and deuterated compounds were prepared by thermal evaporation under high vacuum onto silicon wafers at the University...
of Queensland for neutron reflectivity measurements on the Platypus time-of-flight neutron reflectometer at the OPAL 20 MW research reactor at ANSTO [4]. Analysis of neutron reflectivity data from a BCP-d_{20} / (Ir(ppy)_3:CBP) / TCTA-d_{24} trilayer film on silicon (Si) measured at room temperature gave thicknesses of 15 nm, 35 nm and 27 nm respectively with excellent contrast between the BCP-d_{20} and TCTA-d_{24} layers (SLD~5x10^{-6} Å^{-2}) and the (Ir(ppy)_3:CBP) layer (SLD~2.5x10^{-6} Å^{-2}). The three-layer structure was stable at temperatures up to 90°C. At 100°C the Ir(ppy)_3:CBP and BCP-d_{20} layers were found to interdiffuse, while the (TCTA-d_{24}) / Ir(ppy)_3:CBP interface remained stable (Fig. 4). Only by using deuterated BCP-d_{20} and TCTA-d_{24} could we study this behaviour as the protonated forms of BCP and TCTA in these thin-film devices would not have provided adequate scattering contrast between the CBP emissive layer, the BCP and the TCTA layer.

In addition, our study found that as prepared blended films of Ir(ppy)_3 in CBP were uniformly mixed. However the stability of the films with respect to phase separation was strongly dependent on the weight ratio of the Ir(ppy)_3 in CBP. When films comprised of 6 wt% Ir(ppy)_3 in CBP (typically used in OLEDs) were heated to a moderate temperature (at 80°C) they were found to phase separate. In contrast, simply increasing the weight percent to 12wt% caused the film to become stable such that on heating no significant separation occurred.

These results have important implications for materials and device design, not only for OLEDs but also for stacked organic photovoltaic devices. It is important to identify the temperature at which these devices can work reproducibly and most efficiently, as well as the environment in which these devices are being used or stored.
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Environmental sustainability is driving energy production and use towards cleaner and greener technologies such as using hydrogen as a fuel. However, this raises the problem of how best to safely store hydrogen.

This study investigated trapping hydrogen molecules ($H_2$) in ice. This forms a clathrate hydrogen hydrate, which is essentially an ice cage which can hold hydrogen. Although this research focuses on ice, there are other options for cage materials and we need to understand how the hydrogen interacts with the container carrying it. This is best done by analysing how the hydrogen molecules move around in the cage. The research also tackled the question of whether the cage’s own thermal motion is also important.

Although complex, these questions must be understood because they relate directly to the performance and safety of the hydrogen storage material. This research used a more rigorous approach than has been commonly used previously, taking into account the cage’s flexibility rather than assuming that the cage is rigid. This has highlighted the shortcomings of previous experiments. It is crucial to correctly calculate the interaction between the hydrogen and the cage so that we can work towards ice composite materials that can safely store more hydrogen.

**Hydrogen in a clathrate hydrate cage:**  
A hydrogen-storage system

Environmental sustainability is driving energy production and use towards cleaner and greener technologies. This has brought to the forefront of research the prospect of a hydrogen economy, in which the hydrogen molecule is the primary energy carrier with its conversion to power through fuel-cell technologies.

An important challenge in moving to a hydrogen economy for the automotive industry is the onboard storage of hydrogen through a technology which meets both power (as capacity) and delivery time (fuelling) requirements of the vehicle. The small hydrogen-molecule is energy-intensive to compress, and the limitations of high pressure storage tanks have been circumvented by storage of hydrogen within another material. Candidate materials include metal hydrides, chemical hydrides, and porous materials such as coordination frameworks and hydrogen clathrates [2], but to be of practical use, these should meet the US Department of Energy (DOE) targets [3] for both storage capacity and delivery of the hydrogen, and should be be cheap, non-toxic, compact, and light, for viable commercialisation.

The structure of type II pure hydrogen clathrates, (Fig. 1), form and remain stable only at 200 MPa and 273 K [4]. This pressure is high, but can be reduced by incorporating other molecules in the nanocages, e.g. tetrahydrofuran [4]. However, adding other molecules into the clathrate means that there is less room for the hydrogen and the conflicting requirements of structural stability and storage capacity are difficult to reconcile.

For a pure hydrogen hydrate, the theoretical maximum storage capacity is close to the 5.5 w/w% DOE storage requirement for 2015 [3], assuming 2 and 4 hydrogen molecules in the small and large cages respectively (see Fig. 1) [5]. The prospect of reaching this maximum relies on an understanding of the nature of the interactions between a guest molecule and the cage containing it.
There is a sweet spot in the interaction between the hydrogen guest and the cage that maximises storage capacity and allows the gas to be released for subsequent use. When the hydrogen molecule is loosely held, it undergoes a fascinating phenomenon known as quantum translation/rotation that has been widely studied theoretically [6]. However, these studies assume that the cage is rigid in order to simplify the problem computationally, since including the movements of the cage complicate these calculations [7]. We resolve these difficulties by taking an axiomatic approach which enables us to model this quantum system classically, at 15 K, using ab initio molecular dynamics (MD) in VASP [8]. Quantum systems are more sensitive to changes in the hydrogen-cage interaction than classical systems. By treating the system classically (which is easy) and comparing results from a flexible-cage calculation with that for a fixed-cage calculation, we can assess any differences and judge if ignoring cage flexibility in the real quantum system will cause a serious error.

There are four types of motion that are of importance here. The hydrogen may rotate around its centre (twist) and translate (rattle) in the cage. The cage is more restricted in its motion and we consider libration, which is restricted rotation (or twisting) of the two H-atoms about an axis through the O-atoms. We also consider a translation (more like shaking) of the water molecule about its average position in the cage.

A useful quantitative measure of the interaction between the hydrogen guest and the cage is the potential of mean force (PMF) which is calculated from the MD atomic trajectories as the negative logarithm of the population density of the hydrogen molecule within the cage. In the following sections we look in detail at the atomic and molecular motions obtained from the MD simulations to extract what interactions exist and their origins.

**Where is the guest?**

Fig. 2 shows the first and perhaps most convincing result from the MD simulations for a hydrogen molecule in a fixed and flexible cage. There are clear differences: Firstly, the PMF of the hydrogen in the flexible cage shows that the hydrogen covers a larger spatial range compared to that of the hydrogen in the fixed cage. Secondly, whereas the fixed cage PMF is approximately isotropic, the flexible cage PMF has a more complex structure, which shows that there are important interactions in the guest-host dynamics.

This result demonstrates that the fixed cage computational approach fails to capture some essential physics of the guest-host interactions and is a poor starting point for understanding the technologically important storage-capacity issues.
Cross-sections through the 3D potential of mean force (PMF) for the H\textsubscript{2} guest in the (a) fixed cage and (b) the flexible cage, where the contours show greater depth in energy from red to blue. This result demonstrates that the fixed cage computational approach fails to capture some essential physics of the guest-host interactions and is a poor starting point for understanding the technologically important storage-capacity issues.

Frequency spectra of the (a) rotational/librational and (b) translational motions of the H\textsubscript{2} and the H\textsubscript{2}O cage molecules. It is important to understand the mode coupling because this affects the total energy (stability) of the system via the entropy; a key factor in the storage capacity and temperature range in which the material is useful.
Rotational spectra of H₂ in the fixed, flexible deuterated and flexible H₂O cages. The fixed and deuterated cages exhibit similar spectral features in the region around 10 meV.

**Does the guest rattle the host?**

Dynamical coupling between the guest and the cage requires the motions for the two to have similar frequencies and to examine this, we extracted the frequencies of selected dynamical modes of the hydrogen and the flexible cage H₂O molecules from the MD trajectories. The results in Fig. 3 show that both the librational and translational modes of the cage H₂O overlap considerably with the rotational and translational modes of the hydrogen, respectively, pointing to significant coupling. A striking feature of Fig. 3 is the peak at approximately 10 meV which corresponds closely to the well-known peak at 9.86 meV observed experimentally using inelastic neutron scattering. This peak is normally attributed to the translational motion of the hydrogen (“rattling”) but the current work suggests that this mode contains a rotational contribution, at least from the H₂O cage.

**How does the guest behave in a heavy host?**

Substitution of the hydrogen atoms of the cage with deuterium is routine in inelastic neutron scattering experiments because it effectively removes the signal from the ice. This makes it easier to study the movements of the hydrogen molecule, but implicitly makes the assumption that movements of the hydrogen guest and the cage are independent. We investigate the effect of this cage deuteration on the rotational dynamics of the hydrogen (Fig. 4). Compared to the normal H₂O cage, the deuterated cage gives rise to a rather different (classical) rotational spectrum for the hydrogen because the coupling to the cage has changed. It is particularly important to note that the normal H₂O and deuterated-cage spectra differ in the region around 10 meV. Our results suggest that deuteration of the cage shifts the cage dynamics to be closer to that observed for the fixed cage system, giving a “false agreement” with a calculated spectrum in which the cage is fixed and that for the experimentally measured deuterated cage. This is an exciting result that we intend to verify experimentally.
Conclusion

Quantum systems are delicate and it is risky to assume that substituting a normal ice cage by a heavy-water ice cage will not affect the motions of the guest in the cage. Clearly, it does. This is an important warning because it is common (and convenient) practice to use deuterium substitution to remove the incoherent signal from hydrogen that would otherwise clutter the signal from the H-atoms of interest. Simulation (as we use) is probably the simplest method of guarding against this mistake.

Previous studies have used analytical expressions for the potential-energy surface for the hydrogen molecule that give very accurate results, but for a fixed-cage model that we have shown to be inadequate. It would be difficult to use these analytical methods for a model in which the cage is flexible, but we have shown that the more tractable potential of mean force (PMF) for the hydrogen molecule (which is very close to the potential-energy surface) is very different in the cases of flexible and rigid cages. This arises because the frequencies of the low-energy motions of the cages almost coincide with the period of the hydrogen motions, which could ultimately be used as a method for tuning hydrogen-storage capacity.
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Greg Lumpkin’s work is helping develop tomorrow’s materials for future nuclear applications.
Understanding radiation damage at the atomic scale

Marc Robinson², Nigel Marks², Karl Whittle¹, Greg Lumpkin¹
¹ANSTO, ²Curtin University

Materials for future nuclear applications all share one important property: the ability to maintain functionality during exposure to extreme levels of irradiation. Developing such materials requires an in-depth understanding of the atomic processes that attribute to the build-up of radiation damage.

ANSTO’s study used atomistic scale simulations to discover the mechanisms of initial defect formation. Allowing a first-hand look at which factors contribute to a material’s radiation tolerance or susceptibility will help us understand and design prospective nuclear materials.

The virtual microscope

To aid the understanding of a macroscopic process, it is important to isolate and study the contributing microscopic factors. Applying this philosophy to understanding how a material responds to radiation, inevitably leads us to the investigation of the fundamental atomic-level phenomena. However, the dynamics of radiation damage cannot be observed directly even using the best experimental techniques: the processes are simply too small and too fast. This is where ‘virtual’ experiments can take over.

Atomistic computer simulations are becoming increasingly popular, aided by advances in High Performance Computing (HPC). The ability to model the motions of millions of atoms over the nanosecond time-scale has resulted in simulation becoming a powerful tool to complement experiment.

The investigation of radiation damage is well suited to computer simulation, in particular molecular dynamics (MD). In MD, each atom in the system is treated individually, allowing us to follow the trajectories of energetic atoms and reveal the mechanisms of damage accumulation (see Fig. 1).

In our research, we develop new techniques based on MD computer simulation. We study low-energy radiation events with the goal to understand which factors contribute to changes in initial defect formation.

Combining this methodology with thousands of processors from HPC facilities has allowed us to gain a very high level of statistics enabling precise calculation of important quantities such as the threshold displacement energy.

The threshold displacement energy

What is the kinetic energy required to permanently displace an atom in a particular system? This question forms the basis for numerous models of radiation damage and the answer is known as the threshold displacement energy or \( E_d \).

A common use of \( E_d \) is in SRIM (The Stopping and Range of Ions in Matter)[1] a popular computer simulation program. SRIM is used extensively by the semiconductor industry and ion-implantation community to calculate ion-implantation depths, defect production and sputtering yield. However, the accuracy of models such as SRIM hinge on ascertaining an accurate value of \( E_d \).

To precisely determine \( E_d \) requires a methodology that can capture the onset of defect creation. This methodology would be required to sample numerous variables such as impact energy and direction. Due to the probabilistic nature of defect production at low
energies, a very high level of statistics is required to enable an accurate extrapolation of $E_d$ [2,3].

The methodology we have developed not only meets the above criterion but does so in a generalised and transferable manner. This allows us to seamlessly change the material under investigation and generate readily comparable results.

New solutions to an old problem

The main feature of our methodology that enables transferability is the automated generation of directions of initial impact. This allows any crystal type to be the subject of investigation, regardless of the complexity of the structure. To achieve this, inspiration was drawn from a problem of historical significance, namely "The Thomson Problem".

In 1904, J.J. Thomson outlined the problem of uniformly distributing points on the surface of a sphere whilst attempting to determine the arrangement of point charges in the atom [4]. Since then the problem has become a significant area of research, applicable to a multitude of real-world problems from the structure of fullerenes to the morphology of viruses.

Importantly, solutions to the Thomson Problem can be employed as a method of sampling directions of initial impact. This is shown in Fig. 2, where 100 points are uniformly distributed on the surface of a sphere and then superimposed on top of an atom providing vectors of initial velocity.

Taking a look at TiO$_2$

The three common polymorphs of TiO$_2$: rutile, brookite and anatase, provide ideal candidates to test our new methodology, allowing us to study the effect of crystal structure on initial defect formation. Furthermore, rutile TiO$_2$ is a constituent phase in Synroc, the wasteform developed by ANSTO for the immobilisation of radioactive waste. Experiments by ANSTO researchers have shown surprising differences between the polymorphs, with rutile being highly radiation tolerant, while anatase was easily amorphised [5]. This important result provides a solid foundation for comparison to our simulations.

Our study into the TiO$_2$ polymorphs involved over a quarter of a million MD simulations, with Fig. 3 demonstrating the importance of good statistical sampling. Displacement events along a single direction (Fig. 3a) suffer large uncertainties due to the chaotic nature of the collision process. However, the problem is eliminated (see Fig. 3b) when the directions are sampled using solutions to the Thomson Problem.

Another benefit from achieving a high level of statistics is the capability to carry out detailed analysis. A prime example of this is shown in Fig. 4, which shows a comprehensive categorisation of the residual defect clusters created from simulations in rutile. The calculated defect proportions give quantitative support to an observation common to all polymorphs, that significantly more isolated oxygen point defects are created than titanium point defects. This relates to the ease at which displacements occur on the oxygen sublattice resulting in long-range replacement chains.

Figure 2

The generation of directions of initial impact from solutions to 'The Thomson Problem'. Firstly the points are randomly distributed on the surface of the sphere. After assigning a repulsive potential to each point, the configuration is minimized to produce a uniform distribution. The sphere is then centred on an atom (as shown for a Ti atom in the rutile lattice) so that each point creates a vector of initial impact.
Future directions

The methodology we have developed is applicable to any crystal structure, enabling a quantitative approach to investigating radiation damage. In future studies, we will employ this approach to study complex materials such as pyrochlores to aid the understanding and design of prospective nuclear materials.

The present work also forms the foundation for further studies into the dynamics of defect recombination over longer time scales. Working in conjunction with Los Alamos National Laboratory, we aim to build the complete picture of the atomic-level response to radiation damage.
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Scanning electron micrograph of a ceramic oxide waste form taken on ANSTO’s Zeiss Ultra Plus SEM. Photo courtesy of Joel Davis.
Advanced nuclear waste forms

Daniel Gregg, Yingjie Zhang, Zhaoming Zhang, Inna Karatchevtseva, Linggen Kong, Mark Blackford, Gerry Triani, Karl Whittle, Gregory Lumpkin, Eric Vance.

ANSTO

Since the 1980s, ANSTO has been a world leader in nuclear waste form research and is now extending its waste form activities into developing nuclear materials for the next generation of reactor technologies. This includes developing materials for advanced nuclear waste forms, and inert-matrix targets for actinide burning.

Such materials have the potential to address the worldwide growing stockpiles of plutonium and minor actinides, and to provide long-term nuclear waste management solutions. A key scientific focus is to acquire fundamental knowledge on the crystal chemistry of actinides within suitable materials and to provide an understanding of how the materials behave during the extreme conditions of the advanced fuel cycle.

This research covers current strategies to fabricate and characterise these systems as well as future research directions, and demonstrates the viability of the studied material as a waste form and host for actinides.

Nuclear energy with waste minimisation

To prepare for future generation nuclear systems (so-called Gen IV reactors) and a ‘closed fuel cycle’, it is necessary to provide long-term waste management solutions and address the growing stockpile of plutonium and minor actinides (neptunium, americium and curium) contained in spent nuclear fuel. Most of the longer term radioactive hazard from irradiated nuclear fuel originates from these four chemical elements (the actinides, see Fig. 1), as well as some long-lived fission products such as iodine and technetium [1]. At ANSTO, we are developing materials which can encapsulate the actinides for use in two different and complementary waste management concepts, (1) conditioning and (2) transmutation:

1. Advanced nuclear waste forms (conditioning)

Actinides are incorporated into the lattice of specific crystalline solids which have high radiation resistance and aqueous durability. These ‘waste forms’ can then be sent to a geological repository for long-term storage.

2. Inert matrix and transmutation targets (transmutation)

Partitioning and transmutation of the actinides potentially reduces the burden on a geological repository. The actinides are removed from the waste (partitioned) and fissioned in a reactor (transmutation). For example, plutonium-239 (half-life of 24,000 years) is transmuted to various fission products, the vast majority of which have significantly shorter half-lives. This concept not only utilises resources (plutonium is an essential energy resource) but also provides enhanced resistance to proliferation. Importantly, this approach would potentially reduce average high-level nuclear waste lifetimes from tens of millennia to a few centuries. Candidate materials to encapsulate the actinides for transmutation will be required to fulfil a range of criteria including radiation tolerance and desirable thermophysical properties. Not only will these materials experience high radiation fields in the reactor, but also extremely high temperatures.

Here we report our investigations into the incorporation of actinides within one such promising candidate material which has use in both the conditioning and transmutation concepts.

Radiation tolerance in crystalline solids

Material choice draws on computer models and in-house experiments. Element choice is closely tied to the on-going separation research program, resulting in a combined approach to actinide separation and waste form or transmutation target design. This has pointed to zirconia-based compounds which are considered suitable for both the transmutation and conditioning
strategies. Ordered derivatives of cubic zirconia are the pyrochlore-structured zirconates, Ln$_2$Zr$_2$O$_7$ (Ln = lanthanides from La to Gd) and members of this family have been found to have remarkable resistance to amorphisation under ion-beam irradiation [2]. The cationic and anionic ordering within the pyrochlore crystal structure is an extremely important variable and has been linked to this significant radiation tolerance [3]. The ordering can also be affected by actinide-doping, with the oxidation state of the actinide primarily determining its location within the structure. Therefore it is important to study the effect of actinide doping on the ordering in the crystal structure and to determine the actinide location and oxidation state within the pyrochlore matrix.

Incorporating actinides into the crystal structure

Uranium- and plutonium-incorporated samples are prepared in designated facilities within ANSTO’s Institute of Materials Engineering. Small samples (~1 g) are prepared and are sectioned for various characterisation techniques. X-ray diffractometry and scanning electron microscopy are used to determine the phase composition, sample purity and microstructure. The porous nature of the samples is clearly visible in the scanning electron microscope images (Fig. 2(a) and (b)), however high density is an essential requirement for application as transmutation targets and durable waste forms. This has formed the catalyst for the group to develop a novel, simple, low-temperature chemical synthetic route for the preparation of dense, homogeneous zirconate ceramics. The method allows intimate mixing in the aqueous phase at ambient temperature and produces zirconate pyrochlores with high density. Fig. 2(c) illustrates our extremely successful processing result.

The actinide oxidation state in each sample can be determined using a combination of diffuse reflectance and X-ray absorption near edge structure (XANES) spectroscopies. See Fig. 3 for typical XANES spectra (carried out on the Australian Synchrotron) for two such uranium-doped matrices sintered in air. We found that all the air-sintered samples were consistent with a U$^{6+}$ oxidation state, whilst those sintered in argon or H$_2$/N$_2$ atmospheres revealed mixed U$^{5+}$/U$^{6+}$ oxidation states. Interestingly, this occurred even when Ca$^{2+}$ was added to try to charge balance for U$^{4+}$.

There are two cationic crystallographic sites in the pyrochlore structure and the actinide element can potentially be accommodated on either. Clues provided from oxidation-state information along with refinement of high-resolution X-ray diffraction data can be used to
determine the location of the actinide within the matrix structure, i.e. on which cationic site does the actinide sit? Transmission electron microscopy can then provide specific information on the cationic/anionic ordering in the structure following actinide doping, as shown in Fig. 4.

Where to from here?

Considering the ability of the pyrochlore-structure phase to accommodate uranium and plutonium, zirconate pyrochlores are promising host matrices for use as actinide transmutation targets and specialised nuclear waste forms. In future work we plan to investigate the radiation tolerance of this system through the synthesis and characterisation of $^{238}$Pu-doped samples. The long-term effects of α-decay events can be simulated by incorporating short-lived actinides, such as $^{238}$Pu (half-life of 87.7 years) [4]. This provides information on the radiation tolerance to α-decay events at accelerated dose rates in laboratory time scales (~2 years) and will place ANSTO amongst a handful of organisations worldwide that can undertake this type of research.
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Materials engineering
Materials engineering

Material engineering investigates the relationship between the structure of materials at atomic or molecular scales, and the fundamental properties and characteristics of complex materials.

Computer modelling is becoming more and more important as it links the output from our state-of-the-art instrumentation to real models, giving a visual representation of ‘where atoms are and how they move’. These discoveries have applications within a diverse range of industries such as transportation and manufacturing.

For example, ANSTO is studying insulated rail joints, to help railway engineers better understand how residual stress fields evolve in order to develop rail joints with longer service lives.

Other ANSTO research has looked at how to create metals able to withstand extreme operating conditions; and models to assess residual stresses in steel welds to extend the service life of welded components to improve safety.
At the Wombat Diffractometer: David Carr, Bob Harrison, Saurabh Kabra, Klaus-Dieter Liss. (L-R)
Viewing metals’ evolution at high temperature

Klaus-Dieter Liss1, Kun Yan1,2, Saurabh Kabra1, Lisa Thoennessen1,2, David G. Carr1, Robert P. Harrison1, Rian Dippenaar2
1ANSTO, 2University of Wollongong

The performance of metals under extreme operating conditions, such as high temperature, pressure, shock and mechanical load, is strongly linked to their microscopic structure. Modern research aims to make materials withstand even tougher conditions. While conventional metallurgical analysis uses quench-arrest (rapid cooling) techniques to study microstructural evolution, neutron and synchrotron X-ray facilities allow the study of those as well as the response of a material to mechanical deformation in situ and in real time. This tremendously advances the field, as many deformation mechanisms occurring at the atomic scale cannot be observed in other ways. One example relates to changes that occur in a zirconium alloy at high temperatures.

Why research on metals

Since the Bronze Age humans have melted and processed metals to manufacture advanced products for the most diverse applications in our daily life, with demanding mechanical strength, ductility, durability and ease of use. Examples of materials that have been developed to be used under these extreme conditions are high-strength steels to produce thinner, and therefore lighter automotive parts in addition to improved shock-absorbing capacity upon impact; high-strength, light-weight alloys for the aerospace industry to reduce fuel costs; high-temperature materials for more effective turbine performance; radiation-resistant materials for applications in the nuclear industry; materials possessing bio-compatibility in addition to complying with mechanical demands for medical implants; and micro-mechanical components for mechatronic devices.

Microstructure evolution through heat treatment

Thermo-mechanical processing influences the microstructure of metals, and heat treatment at elevated temperature can, for example, create precipitates making the material stronger. On the other hand, heat treatment of already deformed material might lead to recovery, recrystallisation and grain growth, which softens the material – a problem often encountered upon welding and joining. In order to assess the impact of deformation and heat treatment on the resulting mechanical properties of a material, one must fully understand the underpinning fundamental physical mechanisms such as dislocation movement, phase transformations that might occur, diffusional processes and the response of the material to local stress concentrations.

In situ neutron diffraction

In our present studies, we analyse the thermo-physical behaviour of metallic materials by the use of in situ neutron diffraction techniques. These techniques allow us to probe in real time the evolution and changes in microstructure, which are then correlated with complementary characterisation methods in order to better understand the fundamental driving forces for the material behaviour. Most of the in situ data, recorded while the material was heated, held at temperature and cooled, was acquired using the high-intensity diffractometer Wombat [1] at the OPAL facility at ANSTO. In addition high-resolution scans at pre-selected holding temperatures were obtained using the Echidna diffractometer [2].

Influence of microstructure on mechanical properties

Most metals comprise crystallite grains, which form the building blocks of a useful piece of material. These crystallites can be arranged in a multitude of ways and the same or multiple phases can be moulded and shaped by a variety of mechanical deformation processes. The atomic mechanisms by which plastic deformation can occur are slip, twinning, vacancy diffusion, grain boundary sliding and stress-induced phase transformations. Resistance to plastic deformation can be enhanced by invoking distortions into the crystal structure and creating barriers to lattice dislocation motion. Examples are solute elements, precipitates, grain boundaries, dislocation structures, and phase boundaries which must be circumvented in order to cause permanent deformation.
Materials that have been studied by these techniques include zirconium alloys used in the nuclear industry; titanium alloys for use in bio-medical applications, as well as in high-strength, light-weight applications in the aerospace industry; titanium-aluminium intermetallics for use in high-temperature turbines in aerospace engines [3]; and high-strength steels designed to reduce mass and increase safety in the transportation industry [4]. A common theme in these investigations is the attempt to better understand how enhanced mechanical properties can be obtained by alloying, heat treatment and thermo-mechanical processing. In addition, we have studied the way in which both diffusive and displacive phase-transformations play a role in the development of microstructure.

Example: neutron diffraction of a zirconium alloy [5]

In thermodynamic equilibrium, the important nuclear reactor material, Zr-2.5Nb (mass %) consists of an α-Zr-rich phase with a hexagonal close-packed structure and a β-Nb-rich phase with a body-centered cubic structure at room temperature. This two-phase material has been widely researched with respect to microstructural characterisation following a variety of, high-temperature deformation and variant selection during phase transformation. However, the underlying crystalline properties, e.g. the lattice parameters and thermal expansion of the different phases during the phase transformations, have not been determined in situ and in real time. Using a vacuum furnace on Wombat, we recorded for the first time, the crystalline properties of Zr-2.5Nb during the α-β phase transformation.

Fig. 1 shows a stacked sequence of individual diffraction patterns with temperatures on the vertical axis, and intensity indicated by colour. The fraction of the β-Zr(Nb) phase starts to increase above the eutectoid temperature of $T_{eu} = 883$ K, i.e. the lowest temperature and specific concentration, at which the system undergoes the transformation, while the α-Zr vanishes totally at $T_β = 1133$ K; in accordance with the phase diagram. Apart from the structures, the effect of the alloying element Nb on this phase transformation process has been investigated. The arrow in Fig. 1 locates the 200 peak of retained β-Zr(Nb). During the phase transformation the β-Zr(Nb) peak shifts to the position of the expected β-solid solution peak. The strong changes in lattice parameter testify to variations in the Nb concentration of the β-Zr(Nb) phase during the α-β transformation.

We can evaluate the change in lattice parameter by a combination of Vegard’s law (the linear variation of lattice parameter with concentration) and thermal expansion, Fig. 2, to obtain the Nb concentration in the β-Zr(Nb) phase, which is superimposed as a trace on the phase diagram in Fig. 3. Initially, the β-Zr(Nb) phase contains 28% Nb, but as atomic diffusion becomes
Lattice parameters for the pure element \( \beta \)-phases as a function of temperature, including the experimental data of the \( \beta \)-Zr(Nb) alloy upon heating and cooling. The dotted line would correspond to a homogeneous solid solution of Zr-2.5Nb.

more important during heating, Nb segregates up to 90% on 60 min holding steps. It then dilutes again to meet the eutectoid point at 18.5% and \( T_{eu} \), following from there on the \( \beta \)-transus line and eventually reaching the composition of the solid solution. The path reverses upon cooling and the concentration is quenched, in this case at 23% for the applied cooling rate. Since composition influences the microstructure, such knowledge of the kinetics is extremely important for the establishment and prediction of heat treatment in a manufacturing or welding process. Desired concentrations can be fine-tuned and the operating temperatures for a work piece can be defined in a more accurate way.

Conclusion

Neutron diffraction studies not only provide quantitative phase analysis, but are also a method of analysing the migration of alloying elements and their kinetics during phase transformations \textit{in situ} and in real time. Evolution of lattice-parameter changes elucidate the variation of atomic concentrations during the phase transformation, which are dramatic during the eutectoid reaction in the Zr-2.5Nb system. Through analysis of the diffracted intensity and peak positions of different phases, a complementary image of the phase transformation process can be produced during heat treatment. The significance of this study is to disclose the transient behaviour relevant to the phase transformations in a Zr-2.5%Nb alloy. Detailed knowledge of phase diagrams is vital for any materials studies. Here, we have clearly recorded the decomposition behaviour in a fast, uncomplicated and concise way; this cannot be achieved by conventional studies which are usually obtained from \textit{ex-situ} X-ray diffraction or dilatometric tests. This approach benefits investigations of a multitude of multi-phase materials, and is not just limited to metals.
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ANSTO’s research into welding is helping industry develop welding processes that will extend the service life and safety of welded components.
Simulating phase transformations during the welding of ferritic steels

Cory Hamelin, Ondrej Muránsky, Philip Bendeich, Lyndon Edwards

ANSTO

Numerical analysis of welded structures is becoming more commonly accepted in the field of engineering safety. This brings new challenges, such as assessing residual stresses in ferritic (iron) steel welds, which are complex due to the structural changes that occur during welding. The following research highlights a solid state phase transformation model that has been developed to predict these structural changes.

Ultimately, this weld model may be used to optimise the welding process used for ferritic steels, which may help extend the service life of welded components.

The numerical analysis of welded structures

The study of welds – most importantly, the residual stresses induced during welding – is receiving greater attention within a wide range of engineering fields. In general, residual stresses are confined internal stresses that exist in a structural component in the absence of external loading or thermal gradient. Weld-induced residual stresses are a particular concern in safety-critical components and assemblies, since these stresses may lead to the premature failure of a given system. One of the most common failure methods is the creation and propagation of cracks that develop in or near welds; the problem of premature cracking is exacerbated by the presence of a severe thermal or corrosive environment. For this reason, the effects of welds are considered when performing remaining-life assessments and safety inspection schedules for the power generation industry, where a complex system of welded components and piping are used to produce and deliver steam to turbines. As the cost associated with extensive experimental analyses can be prohibitive, simulations via numerical analyses are employed to predict the weld-induced residual stress field in a component. These predicted stresses may then be used to study the in-service structural integrity of an object.

The importance of solid-state phase transformations

Currently, finite-element models are capable of accurately predicting the residual stress field (and the resultant distortion) in a wide variety of welds. Preliminary benchmark studies were performed in single-pass welded structures, where a weld is made by depositing filler metal during a solitary pass of the welding torch. Subsequent work has been successfully performed in multi-pass welds, where tens or hundreds of weld passes may be required to deposit the necessary amount of filler metal; these welds are more complex due to thermal cycling in the metal surrounding the weld, as the welding torch repeatedly heats the material and it then cools between each pass.

To a similar extent, the types of materials involved in a welding process display a varying level of complexity when simulating their behaviour. Most weld studies have focused on commonly used pressure vessel and piping materials, including austenitic stainless steel and nickel-based superalloys. However, austenitic steel welds are well understood, straightforward processes to model when compared to their ferritic steel counterparts (which are also frequently used for piping); the reason for this discrepancy stems from the crystal structure found in each material. As illustrated in Fig. 1, austenite possesses a face-centred cubic (fcc) lattice, whereas ferritic steel is predominantly body-centred cubic (bcc). The iron (Fe) atoms are arranged closer in a fcc steel relative to a bcc steel; should a bcc-fcc transformation of phases occur, volumetric shrinkage of the transforming material is observed. In contrast, the occurrence of an fcc-bcc transformation would result in a volumetric expansion of the transformed material. While austenitic steels are stable through a wide range of temperatures, the extreme heating and cooling encountered during welding of ferritic steels causes a phase transition in the metal (Fig. 1); from a bcc structure to an fcc structure.
Simulating phase transformations during the welding of ferritic steels

**Model validation**

To test the accuracy of the ABAQUS subroutine, a weld model has been constructed in collaboration with the European Network on Neutron Techniques Standardisation for Structural Integrity (NeT), via a Task Group (TGS) that is concerned primarily with the analysis of ferritic steel welds. Within this task group, a series of autogenous beam welds have been laid on specimens of ferritic steel commonly used for power plant components (SA508 Gr.3 Cl.1 steel) using a conventional gas metal arc welding technique; Fig. 2 shows one of the welded samples. Two sets of samples were produced, with the primary variable being the speed at which the welding torch passes across the weldment (i.e. the torch speed). One set of samples was prepared with a torch speed of 5 mm/s, while a second set of samples was prepared using a torch speed of 1.25 mm/s. These variations in the welding torch speed have resulted in different heating and cooling rates during welding, and consequently in different steady-state microstructures observed in each sample set. Predictions of these phase compositions have been made using an ABAQUS thermal analysis, calibrated using thermocouple data taken during the welding studies. Once an accurate thermal history is reproduced in the model, the predicted phase composition is captured. Using an approach developed by Maynier et al. [3], the phase distribution and chemical composition of the steel can be used to predict the local hardness of the heat-affected weld metal. This phase-specific hardness data can then be compared to measured microhardness data, which has been collected from the samples using a Nano Indenter G300 [4]. Fig. 3 compares the predicted hardness profiles of both sample sets to measured values. Good agreement can be seen in each study, thus validating the phase-transformation subroutine developed.

**Outlook**

The successful prediction of phase composition in ferritic steel welds is merely the first step of a comprehensive structural integrity analysis for safety-critical engineering components. Subsequent analyses will attempt to validate the residual stress profiles predicted with a fully coupled thermo-mechanical weld model in ABAQUS, using measurements of the NeT TGS samples via the Kowari stress diffractometer at ANSTO [5]. Once the model has been fully validated, studies may be conducted to predict the susceptibility of such welds to cracking, and to ascertain what effect the presence of welds may have to safety inspection schedules and the remaining-life assessment of welded structures. Ultimately, these weld models may be used to optimise the welding process used for ferritic steels, in an attempt to extend the service life of welded components.
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Understanding residual stress in insulated rail points is vital for rail maintenance and extending service lives.
An investigation of residual stresses in insulated rail joints

David Wexler², Chandrahas Rathod², Huijun Li², Manicka Dhanasekar³, Vladimir Luzin¹
¹ANSTO, ²University of Wollongong, ³Queensland University of Technology, CRC for Rail Innovation

Insulated rail joints (IRJs) are an integral part of any rail track system, as they split a continuous rail track into electrically isolated sections for signalling and easy detection of rail track damage. Bonded IRJs are safety-critical components that must satisfy requirements for structural integrity as well as the isolation function for both railway signalling and track condition monitoring systems.

In heavy haul corridors in Australia and around the world, IRJs are periodically replaced due to accumulated damage in their railhead, often within 10-20% of the useful life of other rail components. Their replacement is the single largest track maintenance cost in New South Wales, apart from track ballast work. Neutron diffraction can tell us what happens to material and residual stresses within used rails and trace down accumulation of damage caused by stresses throughout rail service history.

The study is helping railway engineers better understand how residual stress fields evolve in service and enable them to develop IRJs with longer service lives, as well as determine the most appropriate rail maintenance and replacement schedules for safe and economic operation.

Role of stress in rail damage

A number of serious incidents, including fatal derailments and train-on-train impacts, have been attributed to rail and rail-end failures resulting from rolling-contact fatigue. Most of the various mechanisms of rail failure are related to the interaction between defects and the residual stress field at and below the rail surface. Residual stresses are generated in rails first as a result of the manufacturing processes, which include hot-rolling (shaping rails from a billet), roller-straightening (final cold rolling through multiple rollers to achieve geometrical tolerance) and head-hardening (heat treatment to achieve high hardeness). In service, the running surfaces of rails are subjected to repeated rolling-contact loading through interaction with train wheels, and the rail itself is subject to a variety of complex stresses and strains. Stresses are usually so high that they can cause plastic deformation around the contact surface and modify the stress field and material properties near the running line and internally in the railhead. Track fracture can result from one or more progressive defects, the propagation of which is also influenced by residual and contact stresses in the rail.

IRJs and their damage

The above mentioned effects change significantly in IRJs because they are somewhat different from continuous rail. Essentially IRJs comprise two rail ends and a narrow gap in the rail filled with insulator, and a support structure including bolted fishplates on both sides of the rails, which are electrically isolated from the track by a layer of glue and help add rigidity to the IRJ, as shown in Fig. 1. IRJs represent a different support structure to standard tracks as they endure an additional impact-forces distribution arising from the wheel-to-rail contact in special conditions of the rail gap and the rail ends. For example, failure can occur when metal flows over the insulated rail gap (typically 6-8 mm width) breaks the electrically isolated section of track and results in malfunction of the track signalling system. This can happen well before any other defects, such as cracks or surface voids, start to develop. Therefore, a significant amount of track maintenance work is dedicated to the inspection of rail ends. As a maintenance procedure the head of the rail may be ground periodically to restore the correct head profile, to remove surface cracks before they grow too big, or to move the wheel-rail contact position...
Researching IRJs

A research project was initiated by the Cooperative Research Centre for Rail Innovation to address this problem and supported by industrial partners (the Australian Track and Rail Corporation, Queensland Rail) and academic institutions (University of Wollongong, Queensland University of Technology, University of Central Queensland). We use neutron diffraction to investigate the material stress accumulation at rail ends in the vicinity of the insulated gap in IRJs - this is the area of rail subjected to the most damage.

By selecting a series of samples with different service histories the investigation provided fundamental information about residual stresses accumulation, material properties evolution and how these might change during degradation of IRJs. The samples selected for this investigation are rail ends from square-ended IRJs made from the same steel type (Australian standard A1085.1 60 kg grade) and manufacturer. Rail ends from IRJs described as ‘partly damaged’ and ‘badly damaged’ will be compared with a rail end in the ‘not damaged’, as-manufactured, condition.

Neutron stress measurements

Neutron diffraction is particularly suited to the non-destructive mapping of complex internal stress fields within dense materials such as steel, because of the high penetration. For neutrons the penetration depth in steel is 100 times greater than that of X-rays. There are a handful of known examples of use of neutron diffraction to investigate residual stresses in rail and most of the studies have been performed on rail slices because the railhead thickness of 70 mm is still too great even for neutrons. Although stresses are partially eliminated by slicing, this approach allows stresses to be mapped much faster, more accurately and over larger areas. In our study one transverse slice and one longitudinal slice was machined out of each rail sample. They were studied in residual stress experiment with gauge volume (probing volume) of 2 x 2 x 2 mm³, accuracy of ±30 MPa and using the iron (211) Bragg reflection.

Mapping the stress

(1) Drastic changes in residual stress state were found in the rail head of the selected samples, see Fig. 2. Compressive stress (shown as blue areas) immediately under the top surface, which is induced due to the service load from train movement, is counteracted by a wide zone of tension (red areas) that potentially can cause defect growth (Fig. 2a). The rail material also undergoes transformation as shown in Fig. 2b changing from harder steel (shown in red) to softer (shown in blue). This happens differently across railhead and evolves noticeably with the service span.

(2) The distributions of stresses close to the end-posts are different from the bulk parts because of different loading conditions and this is demonstrated in Fig. 3a. The material close to the IRJ rail end-post is more damaged then material in the continuous rail as shown in Fig. 3b by a differential stress map for the longitudinal component. Damage accumulation is mostly happening 5-10 mm beneath the surface and progresses with rail service (can be seen as enhancement of the features in Fig. 3b).
Evolution of the residual stress and material lattice parameter in rails of different service history. The railhead is 70 mm across. a) In the stress maps, the red areas represent high tensile stress while the blue areas correspond to high compressive stress. b) In the lattice parameter maps, larger d-spacing are shown in red while small d-spacing values are blue.

Projected outcomes
The stress distributions determined experimentally can be used to validate finite-element simulations carried out at Queensland University of Technology to assess progressive damage accumulation in material of IRJ through elastic-plastic deformation history and residual stress evolution. Our detailed stress maps will allow us to narrow the selection of the correct material mechanical models and damage mechanisms. The combined experimental and modelling efforts will help railway engineers to better understand how residual stress fields evolve in service and enable them to develop IRJs with longer service lives, as well as to determine the most appropriate rail maintenance and replacement schedules for safe and economic operation.
New technologies for national security
New technologies for national security

ANSTO’s researchers are helping to develop a range of new detectors including new forms of compound semiconductor radiation detectors for use in medicine, industry and astronomy, and new border security radiation detection systems for the detection of illicitly trafficked radiological and nuclear material.

Our scientists are also developing new methods for handling and processing crime scene evidence from radiological crime scenes; and developing new and improved techniques for detector instrument calibration for very sensitive detectors used to measure of radionuclides in the environment at very low concentration levels.
Tegan Evans is working within the confines of a glove box to enhance a contaminated fingerprint under 505 nm light.
The collection, handling and analysis of forensic evidence from a radiological crime scene presents significant challenges. The potential for the use of radioactive materials in a malevolent act has been heightened in recent years, and it is highly likely that some or all of the physical evidence recovered after such an event may have been exposed to ionising radiation or contaminated with radioactive material. Authorities need a way to safely collect, handle and examine potential evidence contaminated with radioactive material. This research explores the impact that high-energy alpha particles have on traditional evidence types including fingermarks, DNA, hairs and fibres. The study also assesses existing methods and develops new forensic procedures for handling and processing traditional evidence contaminated with alpha emitting radioactive material.

What is nuclear forensics?

Nuclear forensic science, internationally referred to as ‘nuclear forensics’, is the comprehensive scientific analysis of nuclear or other radioactive materials or contaminated materials in the context of a State’s obligations under international law, including criminal or civil proceedings [1]. The Nuclear Forensics Research Facility at ANSTO has been established to accommodate the requirements for handling radioactive or nuclear material or contaminated materials that require forensic exploitation. A traditional forensic laboratory does not possess the facilities to handle radioactive material and therefore a facility such as that developed at ANSTO is required to ensure a national capacity to deal with a radiological crime scene.

What is the impact of alpha radiation on forensic trace evidence?

Alpha radiation is a type of ionising radiation in the form of particles, namely helium nuclei, with very low penetration but high energy. If contaminants containing alpha-particle emitters are inhaled or ingested, they can cause damage to cells. We set out to explore the impact of alpha-radiation on forensic trace evidence. ANSTO’s 2 MV Tandetron STAR accelerator was used to expose fingermarks, hairs and fibres to helium ions, representative of the energies and doses that may occur through exposure to common alpha-emitting sources. It was identified that alpha radiation inflicted damage on forensic trace evidence that may affect the ability to analyse and interpret the evidence types studied.

Fingermarks

Exposure of a porous surface such as paper to alpha radiation, either before or after the deposition of fingermarks, was detrimental to the ability to develop fingermarks when doses were greater than 250 kGy. In Fig. 1, the alpha-beam track is observed through the centre of the developed fingermark. It can be seen that the damage incurred at 1000 kGy significantly impedes the ability to recognise identifiable features that are required for fingerprint comparison.

Hairs and fibres

Using a range of analytical techniques, it was observed that the surface and chemical structures of hairs and fibres were mostly resistant to alpha radiation at the energies and doses employed. Minimal effects were identified in dyed hair as well as acrylic, cotton and wool fibres. Nylon and polyester fibres showed significant resistance to alpha radiation-induced damage.

What is the impact of contamination on forensic trace evidence?

We have also been able to demonstrate effective laboratory methods for the processing of evidence contaminated with radioactive material. In the nuclear industry, glove boxes are commonly used for the isolation of alpha contamination. Although external contamination with alpha-emitting radioisotopes poses little health risk (due to their low penetration), should they enter the body then the high ionising power of alpha particles means that significant cellular damage may occur. A glove box enables the handling of contaminated evidence whilst maintaining a safe environment.
Developed (using indanedione-zinc) fingermarks on paper exposed to alpha radiation at (l-r) 50, 250, and 1000 kGy prior to fingermark deposition.

Fingermarks on glass developed using cyanoacrylate fuming with Rhodamine 6G stain solution. Imaged under 505 nm Polilight® and a KV550 long-pass barrier filter.

Figure 1

Investigating the impact of radioactive contamination on forensic trace evidence

In general, the contamination and the ensuing decontamination of fibres had no impact on subsequent forensic analysis. The decontamination procedure, an optimised technique developed in previous research [2], was the immersion of the sample in a detergent and water solution (2% Decon 90™) and cleaning for 5 minutes using ultrasonication to loosen particles adhering to the sample surface, before rinsing. This procedure resulted in satisfactory decontamination without damaging the fibre.

Fibres

In general, the contamination and the ensuing decontamination of fibres had no impact on subsequent forensic analysis. The decontamination procedure, an optimised technique developed in previous research [2], was the immersion of the sample in a detergent and water solution (2% Decon 90™) and cleaning for 5 minutes using ultrasonication to loosen particles adhering to the sample surface, before rinsing. This procedure resulted in satisfactory decontamination without damaging the fibre.
What about other types of radiation?

In 2007, we completed a project assessing the impact of gamma radiation on forensic trace evidence [3-7], identifying the impact on specific evidence types at particular dose intervals. These results indicated that some types of evidence, such as human hair, paint chips and fingermarks, are not degraded by gamma radiation whilst others, such as fibres, glass and trace DNA, demonstrated damage to various degrees.

Fig. 5 shows the impact gamma radiation had on red polyester fibres as a function of dose: the intensity of the colour of the red polyester fibre diminishes with increasing dose, almost to a point of bleaching at the 1000 kGy exposure. This highlights the importance of understanding the effects of radiation on forensic evidence.
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Meet a new generation radiation detector. Its future promises applications ranging from medical imaging to national security.
Towards realisation of novel semiconductor radiation detectors

Ramin Rafiei1, David Boardman1, Mark I. Reinhard1, Adam Sarbut1, Dale A. Prokopovich1, KiHyun Kim2, Aleksey E. Bolotnikov2, Ralph B. James1
1ANSTO, 2Brookhaven National Laboratory, USA

Semiconductor gamma-ray and X-ray detectors are being used increasingly in medicine, industry, astronomy and national security. Conventional semiconductor detectors are manufactured from germanium and silicon. Such materials have become less useful in many emerging applications due to their physical limitations such as low detection efficiency or their need to operate at cryogenic temperatures.

This research contributes towards the development of compound semiconductor radiation detectors based on cadmium manganese telluride (CdMnTe) that operate at room temperature and with a high stopping power. With continued improvements in crystal quality and detector fabrication, this research could lead to the development of a new generation of radiation detectors for use in medical imaging and in national security applications.

Compound semiconductors: CdMnTe a promising candidate

CdMnTe is a promising compound semiconductor. While previously investigated for applications in optical isolators (transmission of light in only one direction using the Faraday effect), infra-red detectors and tuneable solid state lasers, its application as a radiation detector was first investigated in 1999 [1]. Its distinct advantages of good compositional homogeneity and a highly tuneable band-gap (energy difference between the top of the valence band and the bottom of the conduction band in insulators and semiconductors) compared to CdZnTe and CdTe, which have been leading room temperature detector candidates for over three decades, have encouraged CdMnTe detector developments in recent years.

A detailed understanding of the fundamental charge transport properties of CdMnTe radiation detectors is essential for detector developments. The most useful figure of merit is the mobility-lifetime product which quantifies the charge carrier transport through the detector. While for silicon and germanium this figure is greater than unity, for compound semiconductors this figure is up to 100,000 times less. The main cause of this performance shortfall can be traced to trapping centres caused by impurities and lack of stoichiometry in the material. Low mobility-lifetime product results in short carrier drift lengths and limits the maximum detector thickness and hence its application. It is also imperative to measure the uniformity of the charge-transport properties across the detector, allowing for the identification of surface and bulk features which affect charge transport through the device.

ANSTO and Brookhaven National Laboratory jointly investigate and improve the performance of CdMnTe detectors [2] and their properties. The CdMnTe crystals were grown by the vertical Bridgman technique [2]. A manganese fraction of 5 %, corresponding to a band-gap of 1.59 eV, was chosen for optimum room temperature spectral performance. To grow high-resistivity CdMnTe, the crystal was doped with indium. Indium, which is a donor compensates for the high concentration of Cd vacancies which act as acceptor centres in CdMnTe.

The samples were cut to a size of 10 x 10 x 1.9 mm3. Infrared imaging of the CdMnTe samples prior to their clean-room fabrication revealed networks of tellurium inclusions distributed throughout their bulk, as shown in Fig. 1, and at an average concentration of 4.6 x 105 cm-3.

Clean-room CdMnTe detector fabrication

Each sample was mechanically polished with a deionised water-based slurry of alumina powder in order of decreasing alumina particle sizes of 1 μm, 0.3 μm and 0.05 μm until extremely smooth surfaces were achieved.
To prepare the CdMnTe crystal surfaces for metal contact deposition, each sample was etched in an optimum 0.1% bromine-methanol solution for 5 minutes. Prior to metal deposition, the four contacts on the front surface of the sample were patterned by photolithography. To ensure excellent adhesion strength of the gold to the CdMnTe surface, we adopted a two-step thermal deposition of 5 nm chromium followed by a 150 nm gold layer. The detector test structures consist of a 2 x 2 array of evenly spaced 4 mm² squares and π mm² circles, both with and without guard rings. A single uniform contact covers the entire rear side. A fabricated CdMnTe detector is shown in Fig. 2.

**Charge-transport properties of CdMnTe**

Time-resolved transient current measurements and alpha-spectroscopy measurements have been used to measure the charge-collection efficiency of CdMnTe detectors. Fig. 3 shows the dependence of the charge-collection efficiency on the applied bias voltage. The average charge-collection efficiency across the detector increases with higher bias values and approaches 100% at the highest applied bias of 1000 V. The fit to the data points follows the Hecht analysis [3] and produces an average electron mobility-lifetime product of 8.5(±0.4) x 10⁻⁴ cm²V⁻¹.

Uniform charge-carrier transport is critical to the spectroscopic performance of CdMnTe detectors. Ion beam induced charge (IBIC) measurements, utilising 4He²⁺ beams from the ANTARES accelerator at ANSTO, have revealed the charge transport of these devices down to micron scale resolution. Fig. 4 (top panel) is an IBIC image showing the charge collection efficiency across an area of 1449 x 1449 μm² and at an applied bias of 400 V. Such images have quantified how major impurities such as tellurium inclusions present within the detector bulk (and clearly visible in Fig. 4 as areas of reduced charge collection), affect the charge collection of these devices. These measurements have also shown that the role of tellurium inclusions in degrading charge collection is reduced with increasing values of bias voltage. In contrast to the top panel of Fig. 4, the bottom panel is an IBIC image showing uniform charge collection at a value approaching 100%. The edges of the contact and the guard ring structure are clearly visible.

Single charge-transient measurements provided the drift time of the electrons across the detector. Using these transit times the drift velocity of the electrons has been calculated and is shown in Fig. 5, as a function of the applied electric field. From the region of proportionality in Fig. 5, the room temperature mobility of the CdMnTe sample was found to be 718(±55) cm²/Vs. Knowing the electron mobility-lifetime product the electron carrier lifetime is 1.2(±0.1) μs.
Summary and path ahead

The ANSTO-Brookhaven detector collaboration covers the areas of crystal growth, detector fabrication and characterisation. Knowledge gained from our recent measurements has already led to the growth of CdMnTe crystals with modified stoichiometry. These crystals have been fabricated into radiation detectors and initial measurements on these generation II devices show an order of magnitude improvement in the electron mobility-lifetime product. Continued improvements in crystal quality and detector fabrication will be required for the realisation of state-of-the-art radiation detectors in medical and national security applications.
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In cool climate rainforests moss is an indication of pure uncontaminated air.
Improving low-level gamma spectrometric measurements to study contamination in environmental samples

Aimee McNamara1, Henk Heijnis1, Daniela Fierro1, Mark Reinhard1
1ANSTO, 2University of Sydney,

Measuring radionuclides in the environment at very low concentration levels is of increasing importance to ensuring we have a proper means of monitoring the impact of nuclear activities on the environment.

Many aspects of environmental monitoring require very sensitive detection techniques for precise measurement of the very low levels of radionuclides found in the environment.

This need has driven the development of new detector instrumentation, which in turn has prompted the need for more complex techniques for instrument calibration. ANSTO has developed new techniques based on Monte-Carlo simulation to determine accurate calibrations of a specialised high-resolution gamma-ray spectrometer used to measure radionuclides at environmental levels in a variety of sample matrices and geometries.

Introduction to the technique used

High-resolution gamma-ray spectrometry is routinely used for measuring radionuclides in a variety of purposes. In environmental contexts the presence of radionuclides is typically at very low concentrations challenging the performance of traditional approaches. Reducing the spectral background to allow better detection of small gamma-ray signatures in environmental samples can be achieved using Compton-suppression techniques [2]. Compton scattering is a type of scattering that gamma rays undergo in matter; its inelastic scattering results in a decrease in energy of a gamma-ray photon, called the Compton effect.

In the Compton-suppression approach the addition of a secondary outer detector to the normally employed spectroscopy inner detector allows for the detection of Compton-scattered photons which emerge from the inner detector. Anti-coincident circuitry allows these Compton-scattered events to be rejected from the measured spectrum thereby greatly improving the ability to identify gamma-ray peaks which would otherwise be hidden behind the Compton continuum.

The International Atomic Energy Agency and many practitioners have identified that the calibration of Compton-suppressed gamma-ray spectrometers for the various sample matrices and measurement geometries used for environmental samples is complicated, time consuming and costly [1].

We used Monte Carlo simulations as an alternative to empirical calibration to assess the correction factors specific to the detector design and overall energy calibration of a Compton-suppressed spectrometer specific to radionuclides in environment contexts.

Detector specifications

Measurements were performed with a Compton-suppressed reverse-electrode high-purity germanium (HPGe) detector (Model GR5022 from the company Canberra), specified as having a relative efficiency of 50.9% to a 3 inch by 3 inch NaI(Tl) detector at 1.33 MeV. The components and dimensions of the HPGe detector were taken from manufacturer-provided documents. A sketch of the HPGe detector, is shown in Fig. 1 and an X-ray radiograph of the detector is shown in Fig. 2. The reverse-electrode HPGe detector, which acts as the primary spectrometer, is surrounded by two NaI(Tl) detectors in the form of an annulus and plug. The plug is positioned above the inner detector adjacent to the annulus. The detector annulus is further contained in a thin aluminium holder with an inner and outer radius of 41.25 mm and 140.5 mm, respectively. The full length of the surrounding annulus is 162.5 mm. The entire suppression system is placed in a graded lead case shield (w115 mm thick) with an inner copper and tin lining (each w1.5 mm thick) to protect against environmental radiation (e.g. cosmic rays, building materials radiation).
Simulation of detection processes

The Compton-suppressed HPGe detector system as described was modelled using the Monte Carlo simulation package Geant4 (version 9.4) [3]. The Geant4 Low Energy Electromagnetic Physics processes based on the Livermore libraries, valid for energies of 250 eV-100 GeV, were used to model the photon interactions within the detector. The physics processes activated included Compton scattering, Rayleigh scattering, pair production and the photoelectric effect for photons. Bremsstrahlung and ionisation processes for secondary particles were also activated. The gamma-emitting radionuclides were generated using the radioactive-decay module [4], which allows the user to generate all possible decay components emitted for a particular radionuclide.

For comparison of the simulated results, the detector system energy calibration was conducted using a traceable multi-nuclide standard source (QSA Global RF929), which covers a gamma-ray energy range of 60 to 2000 keV. The standard sample configuration used was a 65 mm diameter plastic petri-dish containing the compacted soil sample, positioned directly on the detector end-cap.

The calibration

The detection efficiencies for the standard source sample, RF929, were calculated with Monte Carlo simulations for the suppressed and unsuppressed modes of operation and compared to the experimental efficiencies (see Fig. 3 for the suppressed mode data). The experimental and the simulated values agree relatively well for high energies but deviate at lower energies. Low-energy photons would be more susceptible to absorption in the inactive detector components and sample. If these components are not correctly modelled, it can affect the calculated efficiencies. The summation effects within the HPGe detector seem to be mostly well accounted for by the Geant4 radioactive-decay models for the unsuppressed mode.

The simulations show that the full energy peak efficiency in the suppressed detector mode is radionuclide dependent. This is largely due to the coincidence detection of two different photons from the same source, in a time frame shorter than the timing resolution of the detector system. In this case, an unscattered photon may be falsely labelled as a scattered photon and discarded. Some radionuclides are associated with summation effects in the suppression system and may be better evaluated in the unsuppressed mode of operation or with validated simulation efficiencies.
Simulated and experimental full energy peak efficiencies as a function of radionuclide gamma-ray energy, for the detector system in the suppressed mode.

Our model

The model developed can assist environmental scientists with the measurement of very low concentrations of radionuclides in the environment via an improved tool to perform measurements on a large variety of sample matrices and geometries. The model reduces the need for complicated, time consuming and costly manufacture of radionuclide calibration samples as well as providing important insights into the measurement process for particular sample types.
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David Boardman, Alison Flynn and Mark Reinhard are helping Australia meet its international requirements for radiation screening.
Improving the identification of radiological and nuclear materials

David Boardman, Alison Flynn, Mark Reinhard
ANSTO

The illicit trafficking of radiological and nuclear material is a major concern for the international community. In the near future the United States will require all trade partners to perform passive radiation screening on 100% of cargo at the country of origin. However, the high false or nuisance alarm rates of current radiation detection systems negatively impact the flow of legitimate trade through the ports. Furthermore, the potential failure to detect the presence of illicit radioactive material is of even greater concern. Our research has led to the development and evaluation of a new technology in the form of identification algorithms that address these issues and maintains a high true positive alarm rate whilst minimising the false positive alarm rate. This research will contribute directly to national and international security.

Evaluations of commercially available radiation portal monitors for detecting radioactivity have demonstrated a high rate of false alarm [1, 2]. This is mainly due to short measurement acquisition times required for broader security applications. The small detector volumes imposed by cost restraints can also limit the statistical quality of the measured gamma-ray spectra. Fig. 1 shows an example of the low statistic sodium iodide spectra that have been obtained from a handheld radionuclide identifier. Traditional radionuclide identification software based on peak search algorithms is unable to detect the presence of $^{137}$Cs, due to the low number of counts in the $^{137}$Cs peak at 662 keV.

Using a special computation method: FLDA algorithm

Fisher Linear Discriminant Analysis (FLDA) is a multivariate statistical analysis technique that has typically been used as a classification and/or dimensionality-reduction technique and is used in pattern recognition. The dimensionality reduction properties of FLDA mean that the original data with 512 energy bins (variables) can be represented in a new single variable (i.e. reducing 512 dimensions down to 1). FLDA can generate loading coefficients (weighting factors) that maximise the separation between user-defined classes. For our work, a multiple two class FLDA approach was used in order to generate the energy-bin weighting factors that maximise the separation between one source and all other sources in a training data library. Each of these loading coefficients are subsequently used to project (or transform) the unknown measured spectra.

Fig. 2 illustrates the projection of various gamma-ray spectra by the loading coefficients for $^{137}$Cs and $^{133}$Ba. If a particular source is present then it is separated from all the other sources along its corresponding loading-coefficient axis. All the other sources, which do not contain $^{137}$Cs or $^{133}$Ba, tend to cluster around a single point. The standard deviation in the cluster distribution varies as the inverse square-root of the mean gross-counts, so the source separation becomes more pronounced as the number of counts increase.

Performance validation

The North American standard (ANSI N42.34) for handheld radionuclide identifiers requires that each radionuclide must be identified in 8 out of 10 trials in a minimum of 120 s for a dose rate of 0.5 µSv/h [3]. The validation of the algorithm performance, against these requirements, has been done with experimental and semi-empirical synthetic spectra. Table 1 shows the identification performance for 100 spectra of each of the given radionuclides. The analysed spectra were for a 10 s acquisition time of a radionuclide dose rate of 0.05 µSv/h in the presence of a 0.1 µSv/h background. For the threat radionuclides, the identification performance typically meets the ANSI N42.34 requirements.
requirements for a dose rate and acquisition time that are an order of magnitude lower. There were also no false alarms in the analysed spectra.

The results presented are for a NaI detector, however the FLDA algorithm performance has shown an improved identification performance for lanthanum bromide and high-purity germanium detectors that have an improved energy resolution. The FLDA algorithm has shown high potential for the accurate identification of threat radionuclides which is maintained for count starved spectra. The algorithm could be used in border monitoring applications that require a high sensitivity to threats, but also require low false and nuisance alarm rates which will maintain the flow of commerce at ports of entry.
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The projection of various gamma-ray spectra by the loading coefficients for $^{137}$Cs and $^{133}$Ba. If a particular source is present then it is separated from all the other sources along its corresponding loading-coefficient axis. All the other sources, which do not contain $^{137}$Cs or $^{133}$Ba, tend to cluster around a single point.

The true positive identification results for 0.05 mSv/h and an acquisition time of 10 s. No false positive alarms were recorded.
Financial Statement ($AUD'000)

<table>
<thead>
<tr>
<th></th>
<th>2011 Research</th>
<th>2011 Total ANSTO</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Expenditure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operations</td>
<td>57,809</td>
<td>235,688</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>76%</td>
</tr>
<tr>
<td>Investments</td>
<td>19,600</td>
<td>74,979</td>
</tr>
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<td></td>
<td>25%</td>
<td>24%</td>
</tr>
<tr>
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<td>77,409</td>
<td>310,667</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td><strong>Exp according to source of income</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Federal Govt. funding</td>
<td>70,142</td>
<td>240,451</td>
</tr>
<tr>
<td></td>
<td>91%</td>
<td>77%</td>
</tr>
<tr>
<td>Third Party</td>
<td>7,267</td>
<td>70,216</td>
</tr>
<tr>
<td></td>
<td>9%</td>
<td>23%</td>
</tr>
<tr>
<td><strong>Third Party revenue</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private Industry</td>
<td>5,249</td>
<td>67,849</td>
</tr>
<tr>
<td></td>
<td>72%</td>
<td>97%</td>
</tr>
<tr>
<td>Grants #1</td>
<td>2,018</td>
<td>2,367</td>
</tr>
<tr>
<td></td>
<td>28%</td>
<td>3%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>7,267</td>
<td>70,216</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

#1 Includes grants from Government, Universities and CRCs

The total expenditure by ANSTO for the calendar year 2011 was AUD $310.7 million. This represents a ~5% increase from the previous year. Of this total amount, AUD $77.4 million or 24.9% was utilised in scientific research. Federal Government (block) funding represented 91% of this revenue and 9% came from third parties. These third parties include significant private investment (72%) while the rest came through grants and Government, Universities and Cooperative Research Centres (CRCs).

**ANSTO employees**

At the end of 2011, ANSTO had 1,140 full time equivalent employees of whom 27.9% were women. The chart below shows ANSTO’s continued reliance on Technical and Engineering Staff (53.5%) for a successful user-based research facility.
User facilities

In 2011, the OPAL beam lines and the two accelerators (ANTARES and STAR) attracted a total of over 500 users with more than 1570 visits. These users came from more than 95 institutions in over 25 countries.

Invention Disclosures

In 2011, there were 4 'invention disclosures' to IP Australia for the purposes of securing provisional patents.

- Next Generation of Sarcophagines/ Cryptates for Imaging and Therapy
- Filling devices: Systems and methods for transferring hazardous waste material into a sealable container
- Modularized process flow facility plan for storing hazardous waste material
- Filling container and method for storing hazardous waste material.

Awards

- Ms Leena Burgess – 1st Prize for presentation at 2011 Inorganic Chemistry (IC11) RACI meeting in Perth
- Mr Paris Constantine – elected as a Fellow of the Institute of Engineers, Australia
- Institute of Materials Engineering – WTIA Company of the Year 2010 (Welding Technology Institute of Australia awarded in 2011)
- Dr Robert Robinson – elected as vice-president of the Executive to the Australian Institute of Physics
- Mr Michael Saleh - Industry Partnership Award by DMTC (Defence Materials Technology Centre)
- Ms Jessica Veliscek Carolan – United Uranium Scholarship recipient.

Grants awarded in which ANSTO collaborates

ARC Discovery Grants

- Diffusion – the key to performance in organic optoelectronic devices (University of Queensland)
- Cementitious Gel: The Missing Link in Understanding the Ageing of Built Infrastructure (Monash University and National University of Singapore).

ARC Linkage Infrastructure, Equipment and Facilities (LIEF) Grants

- A State-of-the-art Magnetic Property Measurement Facility for the Development of Advanced Materials and Biomedical Technologies in the Sydney Basin (University of NSW, University of Sydney, University of Wollongong, University of Western Sydney)
- Automated preparative gas chromatograph for isolating unique and important organic components for structural identification (Curtin University and UWA)
- An Australian fluid-inclusion facility for climate-change science (University of Melbourne and UNSW)
- An aberration-corrected analytical Transmission Electron Microscope for nanoscale characterisation of materials (UoW, Blue Scope Steel, Deakin University, University of Newcastle, DMTC).

NHMRC Grants

- Improving the use of chemotherapy (University of Sydney)
- Mephedrone ("Meow", 4-Methylmethcathinone): examining the effects of a novel "party drug" on brain and behaviour (University of Sydney).

CSIRO – Science and Industry Endowment Fund (SIEF)

- Solving the Energy Waste Roadblock: Addressing one of the foremost challenges for reducing greenhouse gas emissions on a national and international scale, namely, the development of new materials and processes for the capture and utilisation of carbon dioxide. (University of Sydney).

2011 National Science Week (DIIISR)

- Science - Fact or Fiction.

US - National Science Foundation (NSF)

- East Asia and Pacific Summer Institutes (EAPSI) fellowship program (Australian Academy of Science).
Partnerships

Cooperative Research Centres (CRCs) and their equivalents are an integral part of the scientific research landscape in Australia today. From their inception, ANSTO has been involved in these centres, and our current involvements are described below.

**CRC for Infrastructure and Engineering Asset Management (CIEAM)**
- Sustainability and Organisational Performance
- Integration and Operability
- Capability Optimisation
- Structural Integrity

**CRC for Biomedical Imaging and Development**
- Protein Biosynthetic Pathway Targeting
- Neurorceptor Ligand Targeting
- Development of Novel Receptor Based Radio-Pharma
- Apoptotic Pathway Targeting
- Development of Synthesis Mods for Tracer Product
- General
- CRC Revenue and Contributions
- Evaluation and Characterisation of Detector Materials

**CRC for Polymers III**
- Functional Polymers for Photovoltaic devices
- Degradable Polymer films

**Defence Materials Technology Centre (DMTC) - non CRC Partnership**
- Maritime Platforms Programme
- Armour Applications Programme
- Personnel Survivability Programme

Partnerships and collaborations

As reflected by the research presented in Research Selections, collaboration is vital to productive and innovative science. Cooperation among the scientific community enables research institutions to combine and thus perform beyond individual capabilities and provide greater outcomes for society.

ANSTO continues to pursue collaborative agreements and memoranda of understanding with leading science and research institutions within Australia and around the world. The Australian Institute for Nuclear Science and Engineering (AINSE) is a key facilitator of collaboration between ANSTO and Australasian universities. Through AINSE, university scientists and researchers can access ANSTO’s world class facilities, supporting high quality research, education and training in nuclear science and engineering.

Since the beginning of 2011, ANSTO has broadened Australia’s scientific reach, entering into formal co-operation with national and international research organisations including:

- National Measurement Institute, 22 March 2011
- Universiti Teknologi Mara, Malaysia, 20 May 2011
- University of Sydney, 7 September 2011
- Monash University, 28 September 2011
- European Molecular Biology Laboratory (EMBL) Australia, 29 November 2011
Schools, workshops, reviews

Schools

- Science in the Suburbs at ANSTO, 10 February 2011 (joint event between ANSTO and the Australian Museum – 100 students attended)
- ANSTO Science: ‘Fact or Fiction’, 20 July 2011, held at UTS
- 5th Annual Neutron School for PhD students and Post-Doctoral Fellows, 15-19 August, 2011 (31 participants) to learn about and perform experiments, using ANSTO’s neutron instrumentation.
- ‘Marine Benchmark Study on the Possible Impact of the Fukushima Radioactive Releases in the Asia-Pacific Region’. The project is an IAEA Technical Cooperation (TC) activity evaluating the extent and possible impact of the releases of radioactivity from the Fukushima Daiichi nuclear power plant accident in March 2011 into the marine environment in the Asia-Pacific region through the RCA. First workshop 29 August-2 September, 2011, in Cronulla. 33 participants from 20 Asia-Pacific nations.
- Foundations in PET/CT School for International Users. 5-16 September 2011 (10 participants).
- 4th Asia-Oceania Neutron Scattering Association (AONS) Neutron School 12-17 November 2011, ANSTO, Sydney (due to unavailability of the neutron-scattering facilities in Tokai, Japan, following the disaster of the Great East Japan Earthquake in March 2011).
- Individual professional development days for secondary teachers: 74 teachers attended the 3 day course. Overview of all areas of the science curriculum including Chemistry, Physics, Biology as well as Earth & Environmental Science that are covered (at a HSC level).
- 47 ANSTO scientists were lecturing at Universities and higher education establishments across New South Wales and Australia.

Workshops

- ANSTO-SINAP workshop Shanghai Institute of Applied Physics (SINAP), 17-18 February 2011, Shanghai, China.
- Synchrotron and Neutron New Users Symposium, 8 July 2011 at UNSW.
- ANSTO-BMRI Molecular Imaging Workshop 24 August 2011, University of Sydney’s Brain and Mind Research Institute (BMRI), Sydney.(pictured 2)
- FNCA Workshop on Neutron Activation Analysis Project, 21 – 24 November 2011, ANSTO.

Reviews

- Bragg Institute – Advisory Committee Meeting. This committee provides strategic advice to the Institute under its chair, Professor Peter Colman (Walter and Eliza Hall Institute) 11-12 April 2011.
- Institute of Environmental Research (IER) Review. The review of this Institute considered its performance and facility, quality and impact of its research, project structure, its overall strategic direction, governance and safety. It took place in May 2011 and the review panel included, Professor Jim Williams (ANU), Professor Mary Edwards (University of Southampton,UK), Professor A. Tim Jull (University of Arizona, Tucson) Dr Greg Storr (ANSTO, Nuclear Operations).
- Bragg Institute - Beam Instrument Advisory Group met on 28-29 July to review the major capital projects. The committee was chaired by Dr Dan Neumann (NIST Center for Neutron Research, USA).
- A Final Progress Review Meeting for the RCA project on ‘Assessment of Trends in Freshwater Quality Using Environmental Isotopes and Chemical Techniques for Improved Resource Management’. IAEA Technical Cooperation (TC) activity promoting the utilisation of isotope techniques for improving freshwater resources management in the region was held 11-14 November, 2011, at ANSTO. 18 participants from 14 Asia-Pacific nations.
4th Asia-Oceania Neutron Scattering Association (AONSA) Neutron School

Italian-Australian Archaeology and Cultural Heritage Workshop

ANSTO-BMRI Molecular Imaging Workshop
ANSTO Executive Team

Mr Peter Arambatzis – Chief Financial Officer
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Mr Douglas (Doug) Cubbin – General Manager, Business Development and Commercialisation

Professor John Dodson – Head, Institute of Environmental Research

Professor Lyndon Edwards – Head, Institute of Materials Engineering

Dr Marie Claude Gregoire – Head, ANSTO LifeSciences

Mr Hefin Griffiths – General Manager, Safety, Environmental & Radiological Assurance

Mr Shaun Jenkinson – General Manager, Commercial Operations

Mr Paul Jones – General Manager, Security and Safeguards

Ms Nadia Levin – General Manager, Government, International and External Affairs
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Australian Institute of Nuclear Science and Engineering (AINSE) - facts and figures 2011

Background

The Australian Institute of Nuclear Science and Engineering (AINSE) provides a platform for training and cooperation in the nuclear science and engineering fields. Its membership comprises 46 Australian and New Zealand universities and science organisations, including ANSTO, making it one of few scientific institutions with such a wide membership. AINSE facilitates access to ANSTO’s and other associated nuclear capabilities through research grants, fellowships and support for conferences and workshops.

Research Awards

Access to ANSTO’s nuclear science and technology is the primary purpose of these awards. They require close cooperation between ANSTO research scientists and university-based researchers and their students. They involve a substantial use of both the accelerators and the OPAL research reactor.

In 2011, 234 projects were supported and they had a total value of $1,850,319.

International Travel Awards and Scholarships

AINSE provided $94,523 for this purpose. Half of the funding went to students presenting AINSE supported research at an international meeting, and the other half primarily supported travel for researchers conducting research at ISIS, UK.

Postgraduate Research Awards

In 2011, 11 of the 72 AINSE postgraduate research award holders received an award for the first time and 12 doctoral theses were received. A further 71 theses, where students conducted experiments under a research award in the name of their supervisor, are recorded in the publications list. The AINSE postgraduate research award holders accessed the facilities for a total of 1097 days. In addition, another 135 students gained access to the facilities via awards held by their supervisors, for a total of 1252 days.

Research Fellowships

These are three-year fellowships which can be extended to a total of five years where appropriate. In 2011, one new fellow was appointed. Dr Alison Blyth will join Curtin University of Technology and work with ANSTO’s Institute of Environmental Research on a project entitled Molecular, stable isotopic and radiocarbon analyses of organic matter preserved in terrestrial records.

Dr Lizhong He concluded his fellowship at the end of the 2011 when he was appointed to a senior lectureship in the School of Chemical Engineering at Monash University.

At the end of 2011, the total number of current AINSE Research Fellows was seven.

Schools, Workshops and Reviews

The following events were run and/or supported by AINSE. Other events were supported in a minor way and are not reported here.

- 17th AINSE Conference on Nuclear and Complementary Techniques of Analysis & 10th Vacuum Society of Australia Congress
- Quaternary Techniques Short-course
- Synchrotron and Neutron New Users Symposium
- ANSTO Breakfast Briefing
- Bragg Institute IAT and PAC meetings
- Powder Diffraction at Large Scale Facilities Workshop
- 4th Asia Oceania Neutron Scattering Association Neutron School
- 1st Asia Oceania Conference on Neutron Scattering
- Australian Synchrotron Users Meeting
- OZ-INTIMATE 2011

In 2011, Professor Robert Norris conducted a review of the AINSE Research Fellowships program. His recommendation that the program continue was accompanied by more than 30 recommendations on suggestions for improvements.

Publications

During 2011, notification was given of 602 publications that reported the results from AINSE supported research projects. Of these, 361 are articles in refereed journals and 167 include an ANSTO co-author. The remainder are conference papers/abstracts (148), books/book chapters (10) and theses (83).
Refereed Journal Publications (293) 116
Book Chapters (3), Technical Reports (5), Theses (1), Editing of Special Journal Issues (1) 128
Published Conference Proceedings (65) 129

Refereed Journal Publications


Shamba, P., Deb Nath, J.C., Zeng, R., Wang, J.L., Campbell, S.J., Kennedy, S.J., Dou, S.X., Reduction of hysteresis losses in the magnetic refrigerant La0.8Ce0.2Fe11.4Si1.6 by the addition of boron. Journal of Applied Physics, 109(7), Art. No. 07a940. (2011).


Books, Edited Book Chapters, Special Journal Issues and Theses

Book Chapters


Technical Reports


Editing of Special Journals


Theses

Freire, T. “Iso-electric points of modified and unmodified Bauxite Refinery Residues” (Honours Thesis)- Southern Cross University, Australia (2011). (* not included in previous year’s research selections report)

Published Conference Proceedings


**Front cover images** (clockwise from bottom right): the OPAL research reactor pool; Karina Meredith working in the Isotope Ratio Mass Spectrometry Laboratory (p.34); Ramin Rafiei with a new generation radiation detector (p.96); an artist’s impression (David S. Goodsell 1999) of molecules in a slice of an E. coli cell (p.12); Tegan Evans working within the confines of a glove box (p.93); James Doutch (left) and Elliot Gilbert preparing the Rapid Visco Analysis for use on the Quokka SANS instrument (p.28).

**Back cover images** (clockwise from bottom right): the OPAL research reactor building; Winnie Kam in the laboratory studying the effect of the translocator protein in diseases such as schizophrenia and psychosis (p.20); Michael Hotchkis in front of the ANTARES accelerator (p.46); ANSTO staff viewing the OPAL reactor pool; (centre) part of the titanium roofing of the OPAL reactor building.